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ABSTRACT

A two-volume report has been compiled by the Systems Engineering Section

of the R and D Laboratories of AC Electronics Division of General Motors

Corporation, El Segundo, California, from studies performed under
Contract NAS 12-7.

The main objective of this study was to aid quantitatively in the determination

of research and development requirements in the area of guidance technology

for future interplanetary missions, Two steps were necessary to accomplish

these objectives: first, the development of digital simulations for the mission

phases under consideration in order to translate quantitatively the mission re-

quirements:into guidance system requirements: second, the employment of the

developed simulations in trade-off studies involving typic.al mission profiles and

system configurations.

The accomulishments of this study are documented in two separate volumes.

Volume I contains the findings of the trade-off studies, which cover free-fall;

powered-flight and atmospheric-entry phases using conventional short-term,

high-thrust propulsion; and low-thrust missions in the spiral-out, heliocentric-

transfer and spiral-in phases using constant-magnitude, variable-direction thrust

acceleration. An appendix to the final report contains an outline of the mathe-

matical model which was used as a basis for the development of large digital
simulations.

Volume II contains a detailed description of the digital computer programs,

their underlying mathematical models, and a user's guide for the trade-
off studies. It is divided into the following eleven parts:

Part 1 Program Descriptions for Interplanetary Free-fall

Trajectories

Part 2 Performance Assessment of Midcourse Guidance Systems

Part 3 Nominal Powered Flight Trajectories

Part 4 Performance Assessment of All-Inertial Guidance Systems

Part 5 Nominal Atmospheric Entry Trajectories, Version I

Part 6 Nominal Atmospheric Entry Trajectories, Version II

Part 7 Performance Assessment of Atmospheric Entry Guidance

Systems
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Part 8

Part 9

Part 10

Part 11

Computer Program Description for Matched Interplanetary

Free-fall Trajectories

Low Thrust Trajectory Design Using a Neighboring Optimum
Iteration Process

Program Description for Performance Assessment of Low-

Thrust Space Guidance Systems, Version I

Program Description for Performance Assessment of Low-

Thrust Space Guidance Systems, Version II
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SECTION I

INTRODUCTION AND SUMMARY

This report presents the results of a study conducted by the AC Electronics Division

of General Motors Corporation under Contract NAS 12-7. The main objective of this

study was to translate the guidance and navigation requirements for future interplan-

etary missions into guidance and navigation system requirements to identify areas of

hardware and software technology in which further research and development may be
needed.

The study was conducted in three steps. The first of these was the selection of a

representative set of mission profiles and vehicle configurations. The second step

was the development of mathematical models for the mission profiles, vehicle

dynamics, and the navigation and guidance systems that can be used to analyze

navigation and guidance system performance. The third step was the conduct of

navigation system performance assessment trade-off studies using the mathematical

models.

The mathematical models, and the corresponding digital computer programs, repre-

sent the most voluminous portion of the output of this study. Detailed descriptions of

these make up Volume II of this report. There are separate digital programs for the

determination of trajectories and for the assessement of guidance and navigation

performance during each of four different types of mission phase. These phases are

free-fall, atmospheric entry, powered flight, and low thrust. A general outline of

the mathematical models for the assessment of navigation and guidance system

performance is given in Appendix A of this volume of the report.

Section II of this volume outlines the performance assessment trade-off studies in

terms of missions and system configurations. The details of the studies and the

results are described in Section III, and Section IV summarizes the results and

presents the conclusions to be drawn from them.

Because interplanetary travel is still in a relatively primitive state, the specific

objectives of interplanetary missions and the quantitative navigation performance are

not fully defined. The results and conclusions of this study, therefore, should not

be considered absolute, but rather indicative of relative capabilities of different

systems and of mission sensitivities to navigation and guidance parameters. Never-

theless, it is felt that the results are obtained are illuminating and should add to

present understanding of the problems of navigation and guidance for interplanetary

travel. In addition, the tools developed in the form of the mathematical models and

computer programs should be useful in more refined future analyses as specific

missions, spacecraft, and navigation sensor capabilities are defined.

1-1
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SEC TION II

OUTLINE OF PERFORMANCE ASSESSMENT TRADE-OFF STUDIES

The study results are of two types. The first type includes a set of mathematical

models and digital simulation programs for the analysis of interplanetary guidance

and navigation. The second type includes the results of performance studies of

guidance and navigation for a representative set of space missions. The mathematical

models and simulation programs are Volume II of this report. The performance

trade-off studies make up the major portion of this volume.

The rest of this section outlines the techniques employed in the performance assessment

studies, the specific system configurations analyzed, and the missions studied.

2. 1 PERFORMANCE ASSESSMENT TECHNIQUE

The trade-off studies were performed by mission phase, employing the methods

described in Appendix A. First an appropriate trajectory was determined for each

mission to be studied, using the programs described in Volume II. Trajectories

for each mission consist of a series of trajectory phases of the following possible

types.

1. Free-Fall.

2. Atmospheric Entry.

3. Powered Flight.

4. Low Thrust.

Volume II includes programs for the calculation of nominal trajectories of each of

these types. The calculation of these nominal trajectories is based upon:

.

.

The specified mission objective in terms of where and when the vehicle

should go,

The physical environmental data, including solar system ephemeris data,

gravitational data, and planetary atmospheric data,

3. The vehicle data, including thrust, mass, and aerodynamic force data.

The nominal trajectory data consists of time histories for position, velocity, and

--for non-free-fall phases- attitude and acceleration of the spacecraft.

2-1



Next the navigation and guidancesystem configurations whoseperformance js to be
studied are selected, andvalues or ranges of values of the various trade-off param-
eters are specified. Theseparameters may include:

1. Navigation sensor accuracies,

2. Data processing rate,

3. Data processing techniques or equations,

4. Guidancelaw.

The performance assessmentprograms (suchprograms exist for eachtrajectory phase
included in Volume II) are then used to calculate the resulting performance for each
configuration being studied. The resulting performance is given in terms of navi-
gational accuracy (position andvelocity uncertainty) and required control effort (for
example, probable amount of propulsion neededto effect orbit corrections}. Finally
this performance is compared with the specified requirement.

2.2 MISSIONS AND SYSTEM CONFIGURATIONS STUDIED

Studies were performed for the following six mission classes.

1. Martian Landing Mission.

2. Planetary Stopover.

3. Single Planeta_- Flyby.

4. Multiple Planetary Flyby.

5. Planet Atmospheric Exploration Mission.

6. Low Thrust Planetary Stopover Mission.

Each mission starts from an Earth parking orbit and terminates with Earth re-entry,

with the exception of the Planet Atmospheric Exploration Mission. This mission,

which is to provide data on the Martian atmospheric density and pressure, is ended

when the vehicle has passed through the Martian atmosphere on a near encounter.

The stopover missions involve staying in an orbit about the target planets and the

flyby missions involve only passing near the target planets. The different mission

phases associated with each of the missi<m classes are indicated in Table

2-1. Specific quantitative descriptions of the trajectory profiles are given in
Section III, in which the studies and their results are described.

2-2
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The navigation systems analyzed for these different missions hadthe following types
of navigation sensors.

1. Inertial Measurement Units.

2. GroundTracking Systems (DSIF}.

3. SpaceSextants.

4. Horizon Scanners.

5. Planet Trackers.

6. RadioAltimeters.

7. Star Trackers (for Inertial SystemAlignment).

For navigation the sensor data is processedusing a Kalman linear estimation technique,
except for phaseswith all-inertial navigation (since there is no redundant measurement
information for these phases}. The guidance laws investigated include lambda matrix,
neighboring optimum, and, for midcourse phases, both fixed --and variable-time-of-
arrival impulsive guidance.

2.3 GENERAL TRADE-OFF STUDY PLAN

Since the trade-off studies were performed by mission phase, the detailed descriptions

of the studies and results are organized in this way. The free-fall, atmospheric

entry, powered flight, and low thrust mission phase studies are described in Para-

graphs 3.1 and 3.4, respectively. The following paragraphs outline these studies.

2.3. 1 FREE-FALL MISSION PHASE STUDIES

The free-fall studies include three categories of phases:

1. Complete flyby missions, designated as "Total Missions",

2. Planetary approach phases,

3. Planetary reconnaissance or planetary orbit phases.

Two missions of Category 1 were studied: a Mars flyby mission and a Mars-Venus

multiple flyby mission. For each of them, the navigation performance was determined

throughout the entire mission, from Earth escape to Earth atmospheric re-entry. Navi-

gation by ground tracker, by horizon scanner, by sextant, and by a combination of

2-4
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horizon scanner and ground tracker was evaluated. Two guidance laws were used,

both fixed-time-of-arrival. One of these laws, constrains terminal position, the

other terminal altitude and flight path direction. These studies are described in

Paragraph 3.1. 3.

Because planetary approach is the most critical free-fall mission phase, five different

approach phase trajectories were studied (Category 2). Three of them are the Earth

approach phases from a Mars capture mission and from two multiple planet flyby

missions. These three trajectories represent slow, medium, and fast approach

speeds. The other two are Mars approach trajectories taken from a Mars

close flyby mission and a Mars capture mission. They represent slow and fast

Mars approach speeds. The same types of system configurations were simulated as

for the first category missions. The details are in Paragraph 3. 1. 4.

For planetary reconnaissance missions, the vehicle remains in orbit about the target

planet for some time. Two mission phases of this type were studied (Category 3).

They are Martian orbits, one at high altitude (8,200 km) and one at low altitude

(125 km). Navigation by means of horizon scanner was evaluated. The study is de-

tailed in Paragraph 3. 1. 5.

In addition, several special free-fall studies were conducted. These include the effects

of orbit rectification, star selection criteria (for use with sextant navigation), and

variable-arrival-time guidance versus fixed-arrival-time guidance. These studies

are described in Paragraph 3. 1. 6.

2.3.2 ATMOSPHERIC ENTRY MISSION PHASE STUDIES

The atmospheric entry studies include at mospheric entry at Earth and at Mars,

atmospheric braking (for a close planet flyby), exploration of planet atmospheres,

and studies to determine atmospheric-entry corridor requirements.

For Earth entry, performance assessment studies for all-inertial guidance were

made for four different trajectories: two direct entry and two single skipout trajec-

tories. For the two skipout entry phases, inertial navigation in combination with

either horizon scanner or ground tracker navigation was also evaluated. All-inertial

guidance was evaluated for the Mars direct entry phase of the Martian landing mission.

All trajectory phases were for an Apollo Command Module type of entry vehicles.

These studies are described in detail in Paragraph 3. 2. 2.

The performance attainable with different navigation configurations and guidance

parameters (lambda matrix) was studied for a Martian atmospheric braking maneuver

and is described in Paragraph 3. 2. 3.

2-5



A study of the feasibility of obtaining better information about Mars' atmosphereby
"flying" a spacecraft through it and observing its effect on the trajectory of the space-
craft is described in Paragraph 3. 2.4.

Finally, a series of special studies to determine the acceptable Earth and Mars entry
corridor widths for a variety of entry conditions and entry vehicle configurations is
described in Paragraph 3.2. 5.

2. 3. 3 POWEREDFLIGHT MISSIONPHASESTUDIES

For poweredflight or thrusting mission phases, only all-inertial navigation was
evaluated. Six different trajectory phaseswere studied:

1. Injection from Earth orbit to Mars transfer,

2. Injection from Earth-Mars transfer to Mars orbit,

3. Trajectory changeat Mars pericenter in flyby mission,

4. Midcourse orbit correction,

5. Launchfrom Mars surface to Mars parking orbit,

6. Deboostprior to Earth entry.

These studies are described in Paragraph 3. 3.

2.3.4 LOW THRUSTMISSIONPHASESTUDIES

The low thrust mission phasesare interplanetary or midcourse phasesin which the
spacecraft is continuously accelerated at a very low level (_<10-3g). For such mission
phasescontinuous guidanceis required; consequently, continuous navigation is also
required. Two Earth-Mars low thrust mission phases--a fast (79day, _ 10-3g) and

a slow (166 day, ~ 10-5g) trajectory- were studied using various combinations of

planet tracker, grotmd tracker, and inertial measurement unit navigation. The studies

are described in Paragraph 3.4. 2.

Paragraph 3. 4. 3 describes studies of the performance of neighboring optimum guid-
ance for a fast Earth-Mars low thrust mission phase and for a slow Mars-Earth

mission phase.

2-6
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SE CTION III

GUIDANCE SYSTEM STUDY RESULTS

3. 1 MIDCOURSE GUIDANCE AND NAVIGATION

3.1.1 OBJECTIVES OF THE INVESTIGATION

The obj ectives of the midcourse guidance and navigation study were the following:

1. The construction of the mathematical model to provide guidelines for the

development of digital computer simulation programs.

2. The development of the digital computer simulation program necessary to

analyze and assess the performance of the guidance and navigation system

requirements for future interplanetary space missions.

3. The performance of trade-off studies using the computer programs to aid in

the selection of the optimal and suboptimal guidance and navigation system
configurations for future space missions.

3.i.2 TECHNICAL APPROACH, SIMULATION TECHNIQUES

The technical approach and the simulation techniques employed in this study are out-

lined briefly in the paragraphs which follow. For more detailed information, refer to

Appendix A of this volume and Part 2 of Volume II.

3.I.2.1 Construction of Mathematical Models

and Development of the Digital Computer Programs

The mathematical model upon which the midcourse guidance assessment computer pro-

gram was based contains a set of basic assumptions. These assumptions are summarized
as follows.

1. The equations describing the dynamics and the measurement systems are known

(the nominal mission profiles are defined).

. Linear perturbation theory holds (deviations from the nominal profiles are

small and of first order).

3. The statistical character of the noise processes in the dynamics and measure-
ments are known and are assumed to be Gaussian.

4. The performance criterion is quadratic.

. The design of interplanetary nominal free-fall trajectories is based upon sphere-

of-influence techniques. This means that the motion is described by different

"matched" two-body orbits in different portions of the flight.

3-1



Theseassumptionsare fundamental in the construction of the mathematical model.
The validity of the first two is of paramount importance in the conclusions that are
derived from the computer programs.

Oneadditional aspect shouldbe noted. The estimation andcontrol problem has been
formulated asa time-discrete model. Becausethe time-discrete formulation is em-
ployed, the dynamics equation must be reduced to a difference equation. This is
accomplishedby using well-established techniques involving the state transition matrix.
Becauseof the discrete nature of the problem, the character of the dynamics and
measurementnoise sequencesof Assumption 3 canbe described further; the noises
shall be assumedto beuncorrelated betweensampling times; furthermore, the dynamics
noise will not be correlated with the measurement noise.

3.1.2. 2 Application of Digital Computer Simulations to Investigate Different

Trajectory Profiles and a Variety of System Configurations

The overall approach to the studies can be illustrated by considering three aspects of

the performance assessment problem:

1. Mission specification and nominal trajectory generation,

2. Specification of the sensor system configuration,

3. Performance assessment based on linear techniques,

The specification of missions is essentially governed by a set goal and technological

capabilities. There are several mission categories that could be investigated. Among

them are: planetary landing, planetary stopover and reconnaissance, single planetary

flyby, and multiple planetary flyby. After the mission has been defined, the necessary

computations relating to the determination of the nominal are performed. Next, the

sensor system configuration is established. Specific system configurations may be

selected from either present or projected state-of-the-art guidance hardware. A par-

ticular configuration can be categorized according to the inertial instruments and elec-

tromagnetic sensors used. The free-fall performance assessment program does not

include an IMU; however, a number of electromagnetic sensors can be used

either singly or in combination. These sensors include:

o Space sextant: measures the angle between a prescribed star and the limb or
center of a prescribed planet (SS),

• Horizon sensor: measures the angle subtended by a prescribed planet and the

direction of the local vertical (HS),

• Planet tracker: measures the direction from a spacecraft to the center of a

prescribed planet,

• Ground tracking: measures the range, range-rate, and direction of the space-

craft relative to the tracker. The capability of using three trackers simul-

taneously is included (GT).
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After the tasks implied by (1) and (2) above have been completed, the performance

assessment begins. This is accomplished through the application of linear guidance

and navigation techniques, that is, Kalman filtering. For the midcourse studies, the

assessment involves two types of calculations. The first of these, and the one which

consumes the least computer time, is to calculate the statistics, in terms of error

covariance matrices, of the probable navigational error as a function of the statistics

of the assumed error sources such as instrument errors and plant noise. Such a

calculation involves "mapping" the error covariances along the nominal trajectory by

means of the linearized equations of motion; therefore, the results are valid only

within the range of linearity. The second type of calculation includes the simultation

of specific, actual trajectories with specific simulated measurement input errors.

This type of simulation allows Monte Carlo analyses and accounts for non-linear

effects in the equations of motion and observation processes. For additional details,

refer to Appendix A.

3.1.2.3 The Computer Pro[_rams

The digital computer simulation programs employed in the study of free-fall trajec-

tories are summarized in the following five paragraphs.

The program designated 281 is a program for the determination of position, velocity,

and flight time of planetocentrtc hyperbolic orbits. The output of this program deter-

mines initial conditions for nominal planetocentric orbits as used in the performance

assessment of space guidance systems, see Volume II, Part 1 for a more detailed

description of this program.

The program designated 291 is a digital computer program for the design of interplanet-

ary nominal free-fall trajectories based upon two-body sphere-of-influence techniques.

In combination with Program 281, it provides the initial conditions of the nominal tra-

Jectory for the performance assessment simulation of aided-inertial space guidance

systems during the free-fall phases of an interplanetary mission; see Volume II, Part 1

for a more detailed description of this program.

The program designated 284 is a digital computer simulation program for the perform-

ance assessment of midcourse guidance systems. The program can be used to study

and assess the performance of space guidance systems during free-fall phases of inter-

planetary missions. Program 284 is organized in such a manner that a desired system

configuration involving different combinations of aiding instruments can be easily sim-

ulated. Thus, comparative studies using ground-based and/or onboard aiding instru-

ments, as well as different sensor accuracies, can be performed.
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The aiding instruments presently programmed in 284 are: three ground trackers

capable of simulating the measurement of range, range-rate, and azimuth and elevation

angles; a horizon sensor capable of simulating the onboard measurement of the subtended

angle and the two local vertical angles; a planet tracker, that is, a horizon sensor capable

of operating in a planet tracker mode; and a space sextant capable of simulating the

measurement of a planet's limb-to-star angle or the planet's center--to-star angle.

The space sextant has the capability of using different star selection options including
realistic stars selected from a star catalog in an "optimum" fashion.

Linear guidance laws that incorporate different end constraints with fixed and variable

time of arrival can be simulated in this program. Five different guidance laws are

available. They cover the possibility of controlling the terminal position vector or

terminal altitude and velocity direction (for both fixed and variable time of arrival),

as well as the possibility of controlling altitude, flight path angle, and trajectory plane
for variable time of arrival; see Volume II, Part 2 for a more detailed description

of Program 284.

3.1.2.4 Simulation Techniques

Detailed discussions of the simulation techniques employed in this study are given in

the user's guides of the respective program descriptions in Volume II. The discussion
which follows relates to the observation schedules employed in the simulations of this

study. If an observation schedule which is in a one-to-one correspondence to the

correlation of times of the instruments were used (for example, 1 minute for ground

tracking and 10 minutes for onboard instrumentsi, the computer cost would be extreme.

In an effort to conserve computer time, "equivalent" observation schedules were selected

empirically in this study. These modified schedules have the property that the relationship

a2 At - constant is preserved throughout a simulation run. Thus, this method intro-

duces an "equivalent n instrument accuracy in the simulations, and the variance of the

equivalent instrument is given by (72 -- constant/At; At being the observation interval.

3.1. 2. 5 Interface of Free-Fall Missions with the Powered Flight Missions

and Atmospheric Entry Missions

There exists a relationship between the boost powered flight trajectory simulation and

the free-fall interplanetary simulation at the injection point. This relationship lies in
the use of the terminal covariance matrix obtained in the boost simulation as the initial

eonvariance matrix in the performance assessment of the midcourse guidance systems.

Another relationship also exists between the midcourse simulation and the re-entry

simulation. The initial conditions for the re-entry are generally obtained from the mid-

course performance assessment simulation.
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3. 1.3 PERFORMANCE ASSESSMENT OF MISSION CATEGORY 1-

TOTAL MISSIONS

Two missions were investigated in this category. The two were selected as representa-

tive missions from a number of standpoints -- one being their Earth approach velocities.

The first, mission number VI in Table B-6, is from the multiple planetary flyby class.

The second, mission number VII, is from the single planetary flyby class.

In the total mission category, the overall trajectory is subdivided into trajectory legs.

Each leg normally consists of three conics. The first has as its central body the

departure planet, the second the sun, and the third the approach planet. Each trajec-

tory leg is simulated separately, the target conditions being defined as the end of the

third conic. This trajectory subdivision makes the overall problems easier to handle,

as well as affords some flexibility in the selection of the next trajectory leg.

3.1.3. 1 Nominal Trajectory Data for the Missions Investigated

Table B-6 gives the nominal trajectory data for the two missions. Note that mission

number VI has three trajectory legs; whereas mission number VII has only two legs.
The position and velocity components given are the initial values for each conic in

equatorial coordinates centered at the implied central body. For example, VI. 1.2

implies the heliocentric conic of the first (Earth to Venus) leg of trajectory number VI.

For a graphical illustration of portions of trajectory VII in the ecliptic plane, refer to
Figures B-1 through B-4 in Appendix B.

3. 1. 3.2 System Configurations Investigated

The system configurations investigated in mission category 1 are summarized in

Table B-7. This table is divided into three separate aspects of the overall problem--
navigation, data processing, and guidance information.

Under the heading navigation is the information relating to the instruments with their

error budgets, the initial covariance matrices, and the reference bodies used. The

error budgets are further defined in Table B-8. In this table, the state-of-the-art

and beyond-state-of-the-art instrument error budgets are stated in more detail.

More detailed information relating to initial covariance matrices and the reference

bodies used by the onboard instruments is given in Tables B-9 and B-10.
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Note that Tables B-7 through B-11 contain additional information which is used in
subsequentmission categories. This was doneto keep repetition to a minimum.

In the simulation, there exists the capability of processing the datavia either the
square root Kalman filter formulation or the regular Kalman filter formulation. In
the total mission category the regular filter was used exclusively. In the formulation
of the Kalman filter navigation model, it is necessary to account for uncertainties in
the state or trajectory equationsof motion. That is, the motion of the spacecraft is
subject to various unknownforces, and there are uncertainties or errors in the assumed
equations of motion. In the filter formulation, the notation Q1 represents the assumed
covariance matrix of these errors. For a more detailed discussion of the Q matrix
seeAppendix A. Table B-11 gives the different Q values used in all the mission cate-
gories.

In the guidanceinformation columns of Table B-7 are given the different variables
affecting the velocity corrections. Noattempt will bemade here to justify theoreti-
cally or explain thesequantities; refer to Appendix A for that. Someof these quan-

tities are defined below for convenience. They are

R v = velocity correction ratio criterion

Vmi n = minimum velocity correction magnitude before a correction is

permitted

(1 - K)t A = time before arrival at target in which velocity corrections are not
allowed

Law = one of five linear guidance laws used for midcourse guidance and

navigation:

Guidance Law 1

• Fixed time of arrival

• Fixed magnitude of terminal position vector

Guidance Law 2

• Variable time of arrival

• Fixed magnitude of terminal position vector

Guidance Law 3

• Fixed time of arrival

• Fixed magnitude of terminal position vector

• Fixed terminal flightpath angle

• Fixed plane of terminal velocity vector
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Guidance Law 4

• Variable time of arrival

• Fixed magnitude of terminal position vector

• Fixed terminal flight path angle

• Fixed plane of terminal velocity vector

Guidance Law 5

• Variable time of arrival

• Fixed magnitude of terminal position vector

• Fixed terminal flight path angle

• Actual and nominal terminal orbit planes are identical

In addition to the above information, there are also engine characteristics. The la

engine errors employed throughout the entire midcourse study are:

1 percent in velocity correction magnitude

O. 1 degree in velocity direction

3.1.3. 3 Performance Parameters

The total missions performance parameters are given in Table 3-1. Before pro-

ceeding with a discussion of the findings and conclusions, a definition of the symbols

is in order:

..2 ,._2 _2_1/2
RSS _) [ x 1 + x 2= + x3J

RSS(_) [_4 + x5= ÷x6J

x. being the ith component of the error in the

elstimate of position at the target point.

where x i is the ith component of the error in

the estimate of velocity.

_/TR P1

P4

= square root of the trace of the covariance matrix of the error in

the estimate of position at the target point, that is,

[PII + P22 + P33 _I/2

= square root of the trace of the covariance matrix error in the

estimate of the velocity at the target point.
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The defintions for the actual deviations are analogous to the estimated errors.

16rl

c_
T

IR(tA)- _*(tA)I

_. cotv* cotv* + 2 ]!/2ctA
ffiC[ R*C_A) °'_r)2+ R*(t_) Cr_r 0"63_ 0"63_

where C is a function of the entry velocity and

cos 3/* =
__a*(t_)._v*(__t*.)

R*(t_)v*(t_)

It should be noted that _ * is the 1 _ error in the actual flight-path angle, not the 1

error in the estimate of _he flight-path angle. _6 r and _6 r are obtained from the

terminal constraint covariance matrix TE, program 284.

Earth-Venus-Mars-Earth Mission Profile

State-of-the-Art Radar Tracker

In this mission profile, itwas found thatwith S.O.A. (state-of-the-art) ground track"

ing accuracies, the firstand third legs of the trajectory (TM1 and TM3) gave satis-

factory results. The behavior of the error in the estimate, the actual deviation, and

their statisticsis quite good in these legs. The resulting error in the flightpath

angle (re-entry angle) on the third leg is sufficientto insure that the vehicle would be

within the appropriate re-entry corridor defined by the (_(ro11 angle) - y (flightpath

angle) domain. In the middle trajectory leg (TM2), Venus to Mars, the results point

to a possible inadequacy of the ground tracking. In this leg, the vehicle could probably

impact the planet, as can be seen from the actual deviations. The reason for this

poor performance by ground tracking is attributed to the fact that itwas assumed that

only range-rate information is available for this leg.
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State-of-the-Art Onboard Instruments

As can be seen from Table 3_1 the S. O.A. onboard instrument accuracies studied

(TM4, 5, 10, 11) were adequate for the first two legs (VI. 1 and VI. 2) of trajectory

VI; however, in the last leg, the S.O.A. accuracies (TM6, 12) were insufficient to

ensure proper re-entry. The flight path angle error (a_) obtained was too large to
be within the appropriate re-entry corridor defined in the @ - _ domain. In system

configuration TM6, the statistics and actual results are not compatible. The incom-

patibility in this case can be attributed to improper Q election. However, even with

proper compensation, re-entry would still be questionable with S. O.A. accuracies as

can be seen from mission Category 2 (A4) in Section 3.1.4. Note also that in this

case if one would examine only the statistics _/TR Pl and _fTR P4, ignoring the other

information available, the conclusions would probably be different. This illustrates

the pitfalls one could get into by looking just at the statistics of the error estimate

and ignoring the actual error estimate.

Beyond State-of-the-Art Instruments

In the B. S. O° A. (beyond the state-of-the-art) onboard instrument accuracies studied

(TM7, 8, 9, 13, 14, and 15), it was found that all the systems yielded satisfactory

results except for TM9. In this latter system, the error in flight path angles as well

as the total control effort were unsatisfactory. This undesirable result can probably

be attributed to the improper selection of the velocity spacing, Rvo

Earth-Mars-Earth Mission Profile

Radar Tracker (S. O.A. and B. S. O. A. )

In this mission profile, it was found that S. O.A. ground tracking (TM16, 17) gave

unsatisfactory results at the end of the first leg and satisfactory results in the second

trajectory leg. The reason for the good results in the second leg (TM17) is attributable

to the fact that an orbit rectification was assumed at the perifocal passage and that the

initial conditions were based on good first leg results obtained with the other instru-

mentation. As can be seen in Table 3-1 the B. S. O.A. ground tracking ( TM18, 19)

yielded exceptionally good results in both legs of the trajectory. In this table only the

terminal accuracies are given. Refer to Figures B-5 through B-12 for a graphical

presentation of the behavior of the error in the estimate, actual deviation, and their

respective statistics as a function of time for systems TM16 and TM18. In these

graphs, the abscissas (the time from injection*) are in seconds, and the position and

*The time is not uniformally distributed along the abscissa. The specific inbetween

time points can be obtained from Table B-10, Sheet 2.
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velocity ordinates are in km and krn/sec, respectively. The velocity correction re-

quirements for the first leg were 99.4 m/sec with S.O.A. and 17 m/sec with B. S. O.A.

ground tracking. For the second leg, the velocity correction requirements were 24

m/sec and 12 m/sec, respectively. The 1_ re-entry angle errors at Earth are 4.2
mrad for S. O.A. and 0.26 mrad for the B. S. O.A. case. These are well within the

re-entry corridor.

Onboard Instruments (S. O.A. and B. $. O. A. )

As can be seen from Table 3-1, self-contained horizon sensor/planet tracker instru-

ment accuracies used for TM20, 21, 22 are not adequate to assure mission success.

These accuracies are within the present state of the art. When B. S.O.A. accuracies

were used, (TM23, 24, 25, 26, and 27) it was found that system configuration TM24

was slightly marginal in its re-entry angle error; whereas the other configurations

yielded satisfactory results. Typical behavior of the error in the estimate, actual

deviations, and their statistics (for systems TM21 and TM25) are given in Figures

B-13 through B-20 as functions of time. In the space sextant case, it was found that

B. S.O.A. instrument accuracies gave satisfactory results except that the re-entry

angle error in TM30 is marginal.

Combination of Onboard Instruments and Ground Tracking

As can also be seen TM32, 33, and 34 combinations of ground tracking and onboard

horizon sensor/planet tracker yield satisfactory results. The degree of improvement

due to the horizon sensor addition can be seen by comparing TM32 with TM16 and
TM33 with TM18. The statistics of the errors in the estimate in the latter two are

also compared graphically in Figures B-25 through 28, From these figures it can be

observed that in the system studied: (1) the horizon sensor reduced the error in the

estimate of position in the early and terminal stages of the trajectory leg; (2) the

error in the estimate of velocity was not affected appreciably by the addition of the

horizon sensor. From this result one might conclude that it would suffice to use com-

binations of instruments only in the departure and approach conics.

3.1. 3.3.1 Instrument Bias Effects upon the Results. The effects of ground tracker

biases can be observed by comparing system configurations TM16 with TM18 and

TM17 with TM19. A graphical comparison of the statistics of the error in the es-

timate for TM16 and TM18 is also given in Figures B-25 through B-28. Note that

significant improvements are obtained ff there are no tracker biases. The total con-

trol effort is about 3 to 5 times less than with bias, and the statistics of the terminal

error in the estimate are more than 10 times better.
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The effect of horizon sensor/planet tracker biases can be observed by comparing TM23

with TM26 and TM24 with TM27. A graphical comparison of the statistics of the error

in the estimate is also given in Figures B-29 through B-32. In the horizon sensor case

studied, it can be seen that the bias effects are negligible. It should, however, be kept

in mind that the value of the bias used was small (0. 01 degree).

3.1.3.3.2 Reference Body Effects upon the Horizon Sensor/Planet Tracker Results.

The effect of changing the reference body in the total mission profile can be seen by

comparing system configurations TM25 and TM26 in Table 3-1. The only difference

between these two systems was the reference body. Table B-10, Sheet 2, shows this

difference as a function of time from injection.

Figures B-33 through B-36 demonstrate graphically this effect upon the statistics of

the error in the estimate. Figure B-2 shows that the path of the vehicle in the initial

stage of the heliocentric phase is almost a straight line between Earth and Mars.

Thus, switching between the two bodies (schedule R2) does not add more information

content. However, employing the Sun in this initial stage (although it is further away

than Earth) yields additional information. Note that the terminal accurazies attainable
with either schedule R2 or R3 are about the same. However, the significantly better

behavior of the estimate in the initial stages of the heliocentric phase (Figures B-33

through B-36) reduces the total control effort by a factor of 2.

As can be seen from Figure B-1 the Moon could have also been used as the reference

body in the Earth departure phase to further improve the estimate, this was actually

done in mission Category 2 system configurations A4, 6, 8, and 9 are significant im-

provements were obtained. (See Paragraph 3.1.4.)

Examination of the reference body effects in the horizon sensor/planet tracker case

indicates that this body should be selected judiciously. Whether "optimum" body

selection n as in the space sextant case n is desirable will have to be investigated

further. In any such investigation, the vehicle window constraints should also be

considered. In this study, such constraints were not considered.

3.1. 3.3.3 Horizon Sensor Instrument Accuracy Effects upon the Statistics. Typical

effects of changing the horizon sensor/planet tracker random errors can be observed

by comparing TM21 and TM25. Figures B-37 through B-40 illustrate graphically the

behavior of the statistics in the two cases. The larger control effort required in the

less accurate case is directly attributable to the larger errors in the estimate.
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3. I. 4 PERFORMANCE ASSESSMENT OF MISSION CATEGORY 2-

PLANETARY APPROACH

As can be seen from the total mission investigations, the most important phase of any

trajectory is the approach phase. This is a fortunate consideration from the point of

view of computer time consumption, since it permit s studying the approach (prior to

direct atmospheric entry) problem in more detail without squandering computer time.

Thus, in the performance assessment of planetary approaches, only the last portion of

the trajectories (from the sphere of influence of the target planet to the re-entry sphere)

was Investigated.

3. 1.4. 1 Nominal Trajectory Data for Missions Investigated

Planetary approach portions from five different missions were investigated. The

planetary approach portion is considered to be that part of the trajectory from the

sphere of influence to the re-entry sphere. The three approach trajectories prior to

direct atmospheric re-entry at Earth were a high-, a moderate-, and a low-speed

approach. They were taken from a Martian Capture mission (VIII) and from two multi-

ple planet flyby missions (VI and I). The two approach trajectories prior to direct

atmospheric entry at Mars were taken from a Martian Flyby (HI) and a Martian capture

mission (II), and modified so as to be appropriate for atmospheric entry. They are

high- and low-speed approaches, respectively.

The nominal trajectory data are summarized in Table B-12.

3.1.4. 2 System Configurations Investigated

Systems investigated included state-of-the-art and beyond state-of-the-art onboard and

ground-based instruments, as well as combinations of these instruments. The system

configurations used to investigate planetary approach are summarized and defined in
Table B-13.

3.1.4.3 Performance Parameters

The primary objective of studying the planetary approach phase is to ascertain whether

or not particular systems can meet a set of re-entry constraints. The re-entry con-

straints are considered to be satisfied if the 6a error (3a from the nominal value

which is assumed to be the center of corridor) in the flight path angle elevated at the

re-entry sphere is less than the corridor width. These corridor widths are defined

in Paragraph 3.2.5, and the pertinent values are repeated in Table 3-2.

The simulation results compiled in Table 3-12 will be discussed from several

points of view. The first will be simply to point out which systems were accurate

enough to assure the proper flight path angle upon arrival at the re-entry sphere and to

indicate typical propulsion requirements. The second will be to illustrate three of the
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TRAJECTORY

I. 4.3 (Slow)

VI. 3.3(Medium)

VH. 2.3 and

VIII. 2.3 (Fast)

II. i. 3 (Slow)

Ill. i. 3 (Fast)

TARGET PLANET

Earth

Earth

Earth

Mars

Mars

VELOCITY AT

RE-ENTRY SPHERE

(kin/s)

12.02

13.95

19.66

5.69

12.63

CORRIDOR WIDTH

A {mr?d)

30

25

21

100

4

B

58

47

39

130

!
-I

I

I

I
Table 3-2. Re-entry Corridor Widths for Trajectories Investigated

four obvious ways to improve performance in the approach phases. They are: (1) to

increase sensor accuracy, (2) to select missions with lower approach speeds, and (3) to

select judiciously a program of reference bodies for an onboard horizon sensor. The

fourth way is orbit rectification which will be discussed under the he_l ing, "Special

Studies.,

3.1.4.3.1 Simulation Results for Approach Phase. In the low-speed Earth approach

(A1,A2,A3), it can be seen that while the ground tracking gives excellent terminal

accuracy with a low velocity correction requirement (13 m/sec), neither the S. O. A.
nor the B. S. O.A. onboard instruments were accurate enough to ensure re-entry.

The onboard instruments also required a significantly larger total velocity

correction.

In the moderate-speed Earth approach (A4 through A9), it is seen again that the S. O. A.

horizon sensor is not accurate enough, and it is also seen that three of the four system

configurations using B. S. O.A. horizon sensors are not accurate enough. The two

systems employing a 10-arc-second horizon sensor in conjunction with B. S. O.A. ground

tracking, and a 10-arc-second horizon sensor alone were both adequate to insure re-

entry. Both systems require approximately 44 m/sec in velocity corrections.

In the high-speed Earth approach, the two horizon sensor systems studied were far

from adequate and the system employing ground tracking was only marginal.

In the low-speed Martian approach (A13 through A18), both the S. O.A. horizon sensor

and space sextant proved to be marginally adequate. The propulsion requirement was

slightly over 1O0 m/sec, which is high. When ground tracking was used in conjunc-

tion with the S.O.A. horizon sensor, there was a very marked improvement in

performance. The error in the flight path angle was well within the corridor and the
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propulsion requirement was reduced from over 100 m/sec (horizon sensor without

ground tracking) to approximately 25 m/sec (horizon sensor with ground tracking).

In the high-speed Martian approach, the results were much less encouraging. None of

the systems investigated were accurate enough to ensure entry. There are two
obvious reasons for this: first, the shorter time resulted in less information from

the navigation instruments; second, the corridor itself is a great deal smaller.

Some of the simulation results mentioned above are illustrated in Figures 3-1
through 3-5.

• 1.4.3.2 Effect of Increasin_ Sensor Accuracy. In Figures 3-1 through 3-5

the terminal error in the flight path angle is shown for systems of various accuracies.

In each_figure at least one system is accurate enough to ensure entry. Although it
is interesting to vary the parameter "instrument accuracy," it is obvious that

simply specifying that a particular accuracy is required is not necessarily a feasible

solution to the re-entry problem since that accuracy may be too far beyond the state
of the art to be realizable.

3.1.4.3.3 Effect of Decreasing Approach Speed. As can be observed from the results

so far, the higher the approach velocity the more difficult it is to enter. Obviously,

a solution is then to decrease this velocity. The approach speed can be decreased in

the following ways:

. Select a nominal trajectory that has a low speed due to the swingby through

the gravitational field of another planet as was done in the multiple planetary
flyby case--mission class I.

Q Perform a retrobraking maneuver prior to the approach phase. Such a man-

euver would, however, introduce larger vehicle propulsion requirements which

might prove undesirable.

By examination of Figures 3-6 through 3-8 it becomes clear that reducing the approach

speed increases the re-entry capability of the systems considered. However, this

increase would not be adequate for the S. O.A. horizon sensor in the Earth approach

case, as is illustrated in Figure 3-7. In this case there is no velocity in the range

attainable by a swingby through a gravitational field that would make re-entry practicable.

3.1.4.3.4 Effect of Varying the Reference Body. It has been observed that the judi-

cious selection of a program of reference bodies to be used by the horizon sensor can

result not only in a marked improvement in the accuracy of the estimate of the state

throughout the flight, but in some cases also in an improvement in the terminal accuracy.

It has been seen also that an improvement in the estimate throughout the flight goes
hand in hand with a reduction in the propulsion requirements.
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The moderate speed Earth approach (VI. 3. 3) was chosen to illustrate these improve-

ments. As shown in Figure B-41, 'the Earth and the Moon are approximately 90

degrees from each other when viewed from the probe. The reference body was alter-

nated from the Earth to the Moon every 0.7 hours (see R5, Table B-10, Sheet 1) until the

probe was close enough to the earth to enable use of subtended angle information. The

results of using this reference body schedule are to be compared with the results using

only the earth as a reference body. Two different B. S. O.A. horizon sensors were

used, H21 and H40. These were systems A5 through A8 (Table B-13. It can be

seen that using the ngood n reference body schedule (R5) instead of the usual one (R1)

resulted in a decrease in the error in the flight path angle from 22.1 mrad to 11.3

mrad when H21 was used. When H40 was used, the decrease was from 10. 2 mrad to

2.6 mrad. In both cases the use of R5 instead of R1 resulted in a decrease in the pro-

pulsion requirement from a value of over 360 m/sec to a value less than 60 m/sec.

It is interesting to note the trade-off attainable between instrument accuracy and obser-

vation geometry. Almost as much improvement can be obtained by changing the obser-

vation geometry while keeping t_e iastrument accuracy constant as can be obtained by

increasing the instrument accuracy but keeping the same observation geometry. Sys-

tems AS, A6, and A7 illustrate this and Figures B-42 through B-45 show the time

history of the error in the estimate, the state, and their associated statistics for

these systems.

It should also be pointed out that in simulating the different observation geometry no
window constraints were taken into account. Generally speaking, such window con-

straints would incur some attitude propulsion penalty; however, the penalty is not

considered significant in this case.
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3. 1.5 PERFORMANCE ASSESSMENT OF MISSION CATEGORY 3 --

PLANETARY RE CONNAISSANCE

Circular orbits can be of interest for a few different reasons, the most obvious of

which is just for the observation of a planet. They can also be used prior to atmos-

pheric entry to reduce the uncertainties after the approach phase, in a flyby mission
to reduce uncertainties at the beginning of the return leg, and of course, the probe can

remain in a parking orbit until a favorable date for the return leg of a mission. Since

most of these uses are primarily concerned with reducing the uncertainty in position

and velocity, most of the flights were simulated in the navigation mode only, that is,

without midcourse velocity corrections.

3.1. 5. 1 Nominal Trajectory Data for Missions Investigated

Two circular trajectories around Mars were chosen to be studied--one at a high

altitude (8,200 km) and one at a low altitude (140 km). The high altitude orbit was
chosen to be compatible with the altitude at the perifocal passage at Mars in Trajec-

tory IL 1, Mars capture mission. The other trajectory was planned to be at an altitude

slightly above the top of the mean Martian atmosphere. The nominal trajectory data

for these trajectories are summarized in Table B-14.

3.1. 5.2 System Configurations Investigated

For this study, only horizon sensors of various accuracies were employed, and Mars

was the only reference body used. The system configurations are defined in Table B-15

3.1.5. 3 Performance Parameters

High Altitude Orbit

The performance parameters, which will be discussed next, are presented in Table3-4.

In the high altitude orbit, the initial uncertainty in position was reduced from 100 km

to approximately 18 km after two revolutions using the S. O.A. horizon sensor. The

same instrument without bias errors reduced the uncertainty to approximately 3 kin.

The radial component of the error in the estimate (XRWIGL) x and its corresponding

1_ statistical measure ( Pv_-P-n-) are plotted as functions of time and are presented in

Figures B-46 and B-47. The normal and tangential components exhibit the same type

of behavior and therefore are not presented. The B. S. O.A. horizon sensor with and

without bias reduced the same initial uncertainty (100 km) to 12 km and 0.5 km, res-

pectively.

From just the terminal results, it is tempting to deduce that the bias errors had a

very strong effect throughout the flight, but inspection of Figures B-46 and B-47

lead to a different conclusion. It can be seen that the effect of the bias errors is

effectively removed before the completion of one revolution and that the errors are

approximately the same for the rest of/the flight.
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L

Low Altitude Orbit

In the low altitude orbit, the S.O.A. horizon sensor reduced the initial uncertainty (¢-_-_1

from 10 km to 4 km after three revolutions (P5), and the same instrument without

bias errors (P12) reduced the uncertainty to 1.3 km. A more accurate system (P16)

reduced the uncertainty to 0.7 km and that instrument without its bias errors (P13)
effected a reduction to 0.3 km. The radial component and its 1_ statistical measure

are presented in Figures B-48through B-51_ respectively, for the aforementioned

systems. Navigation with a very accurate instrument (P19) resulted in statistics
which indicated a la error in the estimate of. 03 km, but the actual error was about

four times that large. It is presumed that these errors are on the order of magnitude

of the nonlinearities in the system, since the discrepancy could not be removed by

adjusting the plant dynamics covariance Q.

In this low altitude orbit, it is again seen by inspection of Figures B-48 and B-49

that the bias errors can be removed before one revolution has been completed. Since

the bias error was small in the B. S. O.A. instrument used in the generation of

Figure B-50, there is not much difference between that figure and Figure B-51,

which was generated using the same instruments with no bias error at all.

The square root formulation of the Kalman filter was exercised in this portion of the

study, as well as in the Special Studies. It was observed here, as there, that when

the state is augmented in order to estimate the bias errors, the square root filter

gives very poor results in comparison to the nonsquare root filter. This is because

of the greater volume of computation required by the square root formulation. When

bias errors were not simulated, the results for the square root and the conventional

filter (P19 and P22) were almost identical.
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3. I.6 SPECIAL STUDIES

In conjunction with the midcourse guidance performance assessment studies, several

special studies were initiated. The paragraphs below summarize these studies and

their findings.

3. 1.6.1 Orbit Rectification

Rectification (the policy of updating the nominal trajectory at each observation with the

best estimate) was found to extend significantly the range of linear theory and provided

the most satisfactory results in those cases where Kalman filter estimation using a

single prespecifled nominal was found to be inadequate.

In practical applications of the developed guidance and navigation theory, the question

of the effect of the neglected nonlinear terms upon the filter performance is of great

importance. These effects will be felt most strongly in strongly nonlinear regions of

interplanetary space, that is, close to the planets and for large initial deviations. On

the other hand, one has to expect that orbit rectification improves the filter perform-

ance over a navigation mode without it. Such a situation was simulated using a horizon

sensor with 1_ error of 0. 1 degree, and an observation interval of 600 sec in a 100 nmi

earth orbit. The initial deviations were of the order of 10 nmi and 100 ft/sec. The

response of the navigation system with and without orbit rectification are shown in

Table 3-5. The application of the orbit rectification scheme, which was used in this

simulation at each observation, shows a significant improvement even under these

large initial deviations. It can be concluded that linear navigation theory will be ade-
quate for a wide range of mission profiles and instrument errors.

3.1.6.2 Optimum Star Selection

In an effort to determine the minimum size of a star catalog (from which stars are

selected in an optimal* fashion at each observation time), the use of which results in

an accuracy which cannot be improved merely by increasing the size of the catalog,

flights were simulated along selected trajectories using star catalogs containing the

following combinations of stars:

1. Two stars, one parallel to the plane of motion, one perpendicular**

to the plane of motion,

2. Five stars, selected randomly,

3. Ten stars, selected randomly,

4. "Ideal t stars; an infinite catalog.

*See Appendix A, Optimal Star Routine

**By perpendicular to the plane of motion, it is meant that the line of sight from the

probe to the star is approximately 90 degrees from the plane of motion.
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TIME

5400 sec

(approximately

1 revolution)

10,800 sec

(approximately

2 revolutions)

27,000 sec

(approximately

5 revolutions)

Position/

Velocity

X, ft

Y, ft

Z, ft

X, fps

_/', fps

i, fps

X, ft

Y, ft

z, ft
x, fps
Y, fps
Z, fps

X, ft

Y, ft

Z, ft

:_, fps
Y, fps
Z, fps

NO RECTIFICATION RECTIFICATION

Error in

Estimate

-36,783

-52,744

10,600
59.9

-23.7

-24.8

- 137,028

-93,000

18,163
106.9

-123.3

-19. 6

-11,896,883

14,777,479

4,998

- 16,318.1

-14,123.4
-7.2

Etgenvalues
of Error

Covariance

4,352

18,118

16,562
20.1

4.7

19. 6

2,852

15,504

12,035
17.5

3.3

14.4

11,131

1,732

7,736
12.7

2.0

9.3

Error in

Estimate

5,450

-1,685

10,460
2.9

-4.5

-23.5

1,809

-3,604

18,487

1.7

0.6

-17.8

-3,721
993

7,041
-3.5

-1.8

-4.0

Eigenvalues
of Error

Covariance

4, 021

17,306

16,510

19.5

4.2

19.6

2,523

15, 092

11,992
17.2

2.8

14.4

11,142

1,519

7,704
12.8

1.8

9.4

Table 3-5. Effect of Orbital Rectification upon Navigation System Performance

3.1.6.2.1 Nominal Trajectory Data. Three trajectories were chosen for the

study: a Martian approach trajectory (III. 1.3, Table B-12 and two circular orbits

(YX and X, Table B-13),. One of the circular trajectories is at a low altitude of 140 km,

the other at a medium altitude of 1000 km. In order to demonstrate the efficacy of

having one star plane of motion and one normal to it, the simulations were repeated

with the plane of motion rotated 45 degrees around the X axis. Thus, the stars were

neither in the plane nor normal to it. The low-altitude trajectory is designated A o

and the trajectory with plane of motion rotated is designated A45. The medium alti-
tude orbits are likewise designated B ando B45"
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!

II

!
3. 1.6.2.2 System Configuration. The space sextants studied were $20 and $50 (see

Table B-S). The initial covariance matrices employed are given in Table 3-6.

!

!
!

Trajectory
Number

I (In.i.3)

A (ix)

B (X)

o"
X

(km)

200

30

30

(r
Y

(l_n)

150

3O

3O

(7
Z

_m)

130

30

30

X

(m/sec)

2.1

3O

3O

Y

(m/sec)

2.6

30

30

Table 3-6. Diagonal Matrix of Initial Covariance

Z

(m/sec)

3.0

30

30

I

I

I

I

I

I

I

I
I

I

I

I

I

In this study only the navigation mode was employed; no velocity corrections

were made. The conventional Kalman filter was used without Q compensation.

observation schedules are given in Table 3-7.

The

It should be noted that in the study the assumption was made that the vehicle has an
unrestricted window.

3. 1.6.2.3 Performance Parameters. The simulation results are presented in

Figures B-52 through B-61. The following symbols are used in the figures.

% Standard deviation of the error in the estimate of the tangential
component of position propagated from tk to time of arrival

Standard deviation of the error in the estimate of the normal

component of position propagated from tk to time of arrival

Standard deviation of the error in the estimate of the radial

component of position propagated from tk to time of arrival

In the analysis of the results, attention must be paid not only to the error at the end of

the flight, but also to the errors throughout the flight because they strongly affect fuel

consumption.
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For the Martian approach trajectory, it can b e seen from Figures B_52 through

that while there is an appreciable improvement in using five stars over using two,

there is only very slight improvement to be gained in using ten stars over five. When

the results of navigating with ten stars is compared with that of using "ideal" stars

(Figure B-55), it is clear that the use of "ideal" stars gave no improvement in this

trajectory.

For the circular trajectories, attention is directed to Figures B-56 through B-61.

For the low-altitude orbit, if Figure B-56 is compared with Figure B-57. it can be

seen that having one star in the plane of motion and one normal to it is superior to

having two stars removed from the plane of motion. Comparison of Figures B-56

and B-58 shows that the use of five stars gives improved results over the use of

two stars; however, Figures B-58 and B-59 indicate that there is no appreciable

improvement in navigational accuracy to be gained by using ideal stars instead of

using a catalog of five stars.

Mission Profile

Martian Approach (1)

(III. 1.3, 1)

Low-Altitude (140 km)
Martian Circular Orbit

(IX, A)

Medium Altitude (1,000 kin)
Martian Circular Orbit

(x, B)
Table 3-7.

Number of

Observations

Interval Between

Observations

T ime

(sec)

Angular

(degrees)

1

6

8

20

60

60

500

4000

2000

500

319.2

442.3

N.A.

18

18

Observation Schedules

For the high-altitude orbit, Figures B-60 and B-61 demonstrate again that one star in

the plane and one start normal to the plane yield better results than do two stars

located arbitrarily.

It is important to note that the following conclusions were reached under the assumption

of an unrestricted window.

In an effort to establish realistic star catalog sizes, studies were performed in which
the number of stars available for observation was varied. From these studies it was
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found that for both the approach trajectory and the circular trajectories a catalog of

five stars with an unrestricted window would suffice tn the cases that were Investigated.

The results using five stars show a significant improvement over those for one star

or for two stars; however, the results for ten stars and for "ideal" stars do not show

appreciable improvement in the terminal errors over those for five stars.

3.1.6.3 Fixed Versus Variable Time-of-Arrival Guidance Laws

In this study, several of the mission categories and system configurations were inves-

tigated using variable time-of-arrival guidance laws. Generally speaking, when the

terminal constraints (such as time-of-arrival) are relaxed, a savings in the propulsion

requirements occurs. The objective of this study was, therefore, to determine the

propulsion savings and to evaluate the overall performance.

In the total mission category, some problems were found when variable time-of-

arrival laws were used. It was observed that the linearity assumption In the onboard

measurements was violated in the terminal phase of the trajectories. This violation

is a natural consequence when large changes in the time of arrival (StA) are computed

because the time is used as the Independent variable in advancing both the nominal

and actual trajectories. The time is also used In establishing the observation sched-

ules. The sketch below illustrates this problem for mission profile VIL 1 system

configuration TM25 (Guidance Law 2). The first point In this sketch corresponds to
approximately 4,000 sec before the actual time of arrival. Table 3-8 summarizes

some of the other results obtained in the total mission category. Note that the geo-

metric disparities In the unsketched results would be even worse since 5tA is larger

I In those cases.

I Actual Trajectory

Equal Time Points

I
I

I
I

The measurement linearity problems encountered in the total mission category should

be investigated further with inclusion of orbit rectification. If the problem persists,

even when orbit rectification is employed, it would probably be necessary to use the

arc length as the independent variable in advancing the trajectories. Even if the

measurement linearity problems are eliminated in future studies, but the changes in

time-of-arrival remain as given in Table 3-8, the effect of such large changes on the

reentry problem should be investigated further.
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In the single conic planetary approach phases studied, the results were more favorable.

No measurement linearity problems were encountered in these studies. Table 3-9

summarizes the results obtained for the system configurations that were investigated.

The values for the terminal flight path angle accuracies were within the re-entry corridor

as defined by the _ - T domain for an Apollo vehicle (see Table 3-2). Considerable

propulsion savings were also achieved by using variable-time-of-arrival (VTA) guidance

laws in both the Earth approach and Martian flyby without affecting the terminal accuracies,
as can be seen in Table 3-9.

INITIAL
MISSION COVARIANCE
PROFILE

_%LATRIX

VIH. 2. 3 MI5

< 1.4.3

| m.1.3

z

<

I

M16

M17

M17

GUIDANCE INFORMATION

TOTAL

_V Ca/se c)
CHANGE IN tu

16 tu[ (sec)

16010-30

30-50

8-20

12-25

15-20

60-85

20-45

18-120

105

0

38-46

0

15-46

GUIDANCE

LAW

NAVIGATION INFORMATION

ERROR

BUDGET

GI0

GI0

GI0

GI0

H50

H50

H20

H20

COMMENTS

S. O.A. crouad tr_ktug no
instrument blare

S.O.A. ground tricking no

instrument bin-

S. O.A. ground traeklng no
instrument biu

S. O. _ gTotmd tracMLng no
instrument bias

B. S. O.A. horizon sensor

no instrument bias

B. S. O.A. horizon sensor
no instrument bias

B. S. O.A. horizon sensor

no instrument bias

B. S. O.A. horizon sensor

no instrument bias

Table 3-9. System Configurations and Performance Parameters Summary
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3. 1.6.4 Comparison of Performance of Square Root Kalman Filter
and Conventional Kalman Filter

Two results were obtained using DSIF in an earth-approach phase. First, the square

root filter kept the covariance matrix positive throughout the entire flight, whereas

the conventional filter did not if no bias errors were considered. Second, the square

root filter gave nonpositive covariance matrices if the bias errors were included,

whereas the conventional filter yielded positive-definite covariance matrices through-

out the entire flight if appropriate noise was included in the dynamical equations.

The explanation of the behavior of the square root Kalman filter lies in the fact that

the bias errors increase the state vector; therefore, many more computations are

required at each observation point. This increases the computer-generated errors to

the extent that the covariance matrix becomes nonpositive.

3.1.6. 5 Some Computational Aspects of Secluential Estimation

in Space Navigation

Theoretically, the error covariance matrix {see Appendix A) in Kalman filtering is a

nonnegative definite symmetric matrix. Because of computational inaccuracies, such

as computer roundoff and truncation errors in the simulation and perhaps model

errors, the covariance matrix may lose these properties if these computational in-

accuracies are not properly accounted for. To properly account for these effects,

appropriate values for the Q matrices, which represent the assumed covariances of

these error sources, must be employed.

The specific Q values used are indicated in the system configuration tables. The

selection of the Q's was done empirically, based upon estimated values for the com-

putation and model errors, in such a way that consistent results were obtained from

the navigational filter. By consistent results, it is meant that the filter converges

properly so that the behavior of the estimate is consistent with its statistics.

Typical results obtained for a ground-tracking case when improper Q compensation

was employed are depicted in Figures B-62 through B-65. These results were obtained

from system configuration TM18 when Q1 was used in place of Q4. As can be observed

in Figure B-62, the error in the estimate and the corresponding statistics are initially

compatible for TM18 (Q1). The magnitude of the error in this case, however, is

significantly larger throughout the flight than with TM18 (Q4) ; see Figure B-66. The

larger values can be attributed to improper Q compensation. In the last phase, it can

be seen that the error in the estimate starts diverging very rapidly. The dramatic

divergence of the error in the estimate in the Mars approach phase is a direct result

of the actual deviation being too large so that the linearity assumption is violated. It

should be observed that the actual position deviation, Figure B-64, starts diverging

and becomes incompatible with its statistical measure at a much earlier time. This

divergence is also due to improper Q compensation for the following reasons.
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When the "bad" Q1 was used, it affected the velocity correction statistics and the

velocity correction ratio RV in such a manner that only two velocity corrections were

made in the Earth departure conic. No subsequent velocity corrections were made in

the remaining conics. Thus, the error introduced by these early corrections, due to

improper Q compensation, affected the subsequent actual deviation results more

dramatically in the early stages than the error in the estimate results.

When proper Q compensation is employed, all of these problems are eliminated.

Figures B-66 through B-69 illustrate the superior behavior nbtained for system TM18

when Q4 replaces Q1. To facilitate comparison, Figures B-70 through B-73 are also
included.

Figures B-74 through B-77 depict typical results that were obtained for system configura-

tion TM23 (horizon sensor) when the Q schedule was changed from Q1 to Q2. Observe

that when Q1 was used, the errors in the estimate and their statistics were incompatible

in the first half of the heliocentric conic, that is, the errors were outside the 3a

statistics. By changing the Q schedule in the interval in question (see Q1 and Q2 in

Table B-11), the statistics are approximately doubled and they represent more closel_

the actual situtation. The larger Q value in this interval tends to give more weight

to the current measurements (through the gain matrix), thus forcing the better agree-
ment between the errors in the estimate and their statistics.

It should be pointed out that the empirical experimentation to establish the Q values is

an undesirable and sometimes expensive proposition. It is very desirable either that
future studies concern themselves with devising other compensation techniques or that

analytical investigations be initiated that lead to an optimal way of selecing the Q
matrix.
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3.1.6. 6 Study of the Initial Covariance Matrix Effects upon the Results

A brief study was performed to establish the filter performance dependency on the

initial covariance matrix. Three different initial covariance matrices (Mg, M10,

Mll of Table B-_ were employed in the study, and no parameters other than the ini-

tial M were varied. Even the initial random number noise sequence was the same in

the generation of the initial conditions for the actual. Naturally, the actual initial con-

ditions generated were different in the three cases since the variances of the initial
M's were different. For additional information concerning the system configuration

reference should be made to Table B-7 in the total mission category.

Table 3-10 summarizes some of the performance parameters obtained in this

study. As can be seen from the table the terminal accuracies hardly changed in

the first and last cases. In the third case, TM19 (Mll), the change was somewhat

larger in the actual deviations but still well within tolerable limits. The error in the

estimate, however, is incompatible with the corresponding statistics. This result
would seem to indicate a need for some Q compensation (see Paragraph 3.1. 6.5). If

Q compensation would not remedy the situation, it is then possible that Mll is on the

verge of being too large so that the linearity assumption is almost violated; however,
the latter is doubtful for this particular system configuration.

The control effort in this third case is also larger by a factor of 3. This could probably

be attributed to the larger initial M and also the fact that the velocity correction ratio

(Rv) behavior was such that two additional velocity corrections were introduced.

Figures B-78 through B-89 illustrate graphically the behavior of the error in the
estimate and the actual deviation statistics for ground tracking (TM19), and Figures

B-90 and B-91 illustrate the behavior for the horizon sensor (TM24). It should be

observed thatthe initial covariance affected the results only in the first part of the

trajectory-- up to about the first velocity correction. Subsequently, its effects were

negligible.

In a previous study (Reference 1) that employed only a statistical analysis (which assumed

that the linear system described exactly the perturbations), it was found that the initial

covariance appreciably affected the filter response only in the initial phase of the trajec-

tory. The terminal accuracies were hardly affected. In order to establish whether

these conclusions are also valid in a complete Monte Carlo simulation, this study was

performed. From the limited scope of this study it can be concluded that the initial

covariance matrix does not affect the terminal accuracies attainable with a particular

system configuration. However, with larger initial covariances a larger control

effort has to be exerted. It should also be kept in mind that too large an initial
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Table 3-10. Performance Parameters

covariance would force the generation of actual deviations in a Monte Carlo simulation

which would violatethe linearityassumption. Apparently this was not the case in this

limited study. Further study in this area might prove fruitful,especially with respect

to what should be done in the case where no initialnavigation information exists and an

infiniteinitialerror covariance is assumed.

3. i.7 CONCLUSIONS AND SUGGESTIONS FOR

FUTURE INVESTIGATIONS

From this study the following conclusions can be drawn. State-of-the-art ground

tracking (DSIF) accuracies used in this study were sufficient to assure Earth entry

in the low- and moderate-speed Earth approach trajectories. In the high-speed Earth

approach, the state-of-the-art ground tracking was only marginal. However, if an

orbit rectification is assumed atthe perifocal passage of the departing planet, state-
of-the-art ground tracking gives satisfactory results.

All of the state-of-the-art and most of the beyond-the-state-of-the-art onboard in-

strumentation accuracies yielded insufficient accuracy to assure an acceptable Earth

atmospheric entry at any of the approach speeds (12 to 20 km/sec). Only the

following beyond-the-state-of-the-art onboard instrumentation accuracies gave satis-
factory results:

• 10 arc-second horizon sensor/planet tracker (H40),

• 10 arc-second space sextant ($40).
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For a low-speed Martian approach (6 km/sec), both the state-of-the-art horizon sensor
and space sextant gave marginal results for a Mars atmospheric entry. When state-
of-the-art ground tracking was combinedwith the state-of-the-art horizon sensor, the
accuracy was well within the Martian reentry corridor for the low-speed approach. In
the high-speed Martian approach, however, noneof the systems investigated were
sufficiently accurate to assure safe entry.

The overall results significantly improved whenthere were no tracker biases. In the
Martian flyby case, elimination of ground tracker biases reduced the total velocity
correction requirements from 99 m/sec to 17m/sec in the first leg and from 24 m/sec
to 12m/sec in the secondleg.

Judicious selection of the reference body schedule to be used in the horizon sensor/

planet tracker case improves the overall performance and reduces the required con-

trol effort.

Rectification (the updating of the nominal trajectory at each observation with the best

estimate ) significantly extends the range of applicability of linear guidance theory and

Kahnan filter estimation.

It was determined that for an approach trajectory and some circular trajectories, a

catalog of five stars with an unrestricted window would suffice. The results using five

stars show a significant improvement over those obtained with one or two stars; how-

ever, no appreciable navigational improvement in the terminal errors were obtained

when either 10 stars or an "ideal" (infinite) number of stars were used.

Considerable propulsion savings were obtained when variable-time-of-arrival guidance

laws were employed with respect to fixed time-of-arrival guidance laws. However,

some problems with the variable-time-of-arrival guidance laws will have to be solved

before any credence can be given to the results; for example, in the total mission

categories, it was discovered that linearity of measurements was violated in the

terminal leg of the trajectory.

It was found that for a Mars-Earth trajectory the initial error covariance matrix does

not affect the terminal accuracies attainable with a particular system as long as the

linearity assumption is not violated. However, as would be expected with larger

initial errors, a large control effort has to be exerted.
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Further program improvements and investigations associated with the performance

assessment of midcourse guidance systems can be carried out along the following lines:

1. Incorporation of double-precision routines in the state transition block, the

linear guidance law, and filter computations,

2. Modification of the orbit rectification to include its capability at each observa-

tion point,

3. Modification of the velocity correction spacing to include the capability of

spacing the corrections as a function of time. Here the spacing techniques

developed by D.F. Lawden (Reference 2) and J. Breakwell (Reference 3)

could also be incorporated,

4. Further investigation to establish the adequacy of ground tracking (when only

range rate is used) in the Venus-to-Mars leg of the swingby trajectory,

5. Further investigation of the high-speed Martian entry problem to establish

the conditions under which entry is possible,

6. Incorporation of additional aiding instruments such as radio altimeter and

theodolite,

7. Use of universal variables in the solution of two body motion to simplify tra-

jectory calculations and enhance the program capability. It is suggested that

the method of Reference 4 yields the most satisfactory results.

3-41



3.2 GUIDANCE AND NAVIGATION FOR ATMOSPHERIC ENTRY

3.2.1 OBJECTIVES OF THE INVESTIGATION

The reentry systems investigation has four objectives:

1. Assess the performance of all-inertial and aided-inertial guidance and navi-

gation systems as applied to various reentry mission profiles such as single-

pass entry, single-skipout, and atmospheric braking trajectories.

This was done using two different computer programs.

The program for Performance Assessment of Atmospheric Entry

Guidance Systems (Volume II, Part 7 of the Interplanetary Guidance

System Requirements Study) is used. The actual trajectory of a vehicle

through the atmopsphere and also the statistics describing the error in the

navigation data are computed. This program uses a Kalman filter for

optimal data processing of IMU and/or electromagnetic sensor observations

for navigational purposes and Lambda Matrix Control for perturbative

guidance. This program is complex and uses modern data processing

and guidance techniques for flight through the atmosphere and was

developed as a part of the study. Most of the time allocated to the study

was devoted to the development and subsequent checkout of the program.

As a consequence, there was not time available for a comprehensive

performance assessment study and, while valid comparative data is

presented, the study should be viewed in the light of a tutorial example

indicating how the program may be used to perform the indicated future

studies.

The program for Performance Assessment of All-Inertial Guidance Sys-

tems (Volume II, Part 4 of Interplanetary Guidance Systems' Requirements

Study) , is used to make trade-off studies of inertial guidance systems for

reentry trajectories at Earth and Mars. The program calculates the

statistics of the navigation function as a function of the statistics of the

inertial measurement system components. The program does not calcu-

late a trajectory and a control function as does the program of la. A

representative selection of reference trajectories, inertial guidance sys-

tems, and optical or electromagnetic aiding instruments was made and

trade-off studies performed. These studies are intended to provide a

measure of the relative effects of trajectory, guidance system, and guid-

ance system statistics upon the navigation system performance.
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2. Evaluate the reentry performance assessment program described in la above.

.

.

As a consequence of the experience gained during the operation of the program

during the performance assessment studies, certain minor changes to the

computer program are suggested to improve its capabilities.

Perform feasibility study of improving the knowledge of a distant planet's

atmosphere by using data obtained from a navigation system traveling through
the atmosphere.

Define and study atmospheric reentry corridors and the effect of different

nominal control philosophies and vehicular constraints upon the width of these
corridors.

The program, Nominal Atmospheric Entry Trajectories Version II, (Volume II,

Part 6 of the Interplanetary Guidance System Requirements Study) was used.

The study results are reported in Appendix B.

3.2.2 ATMOSPHERIC ENTRY GUIDANCE AND NAVIGATION PRIOR TO LANDING

3.2.2.1 Atmospheric Entry. at Earth

3.2.2.1.1 All-Inertial Guidance System Studies. The studies reported in this para-

graph are statistical and use the simulation program, Performance Assessment of

All-Inertial Systems, (Interplanetary Guidance System Requirements Study, Volume II,

Part 4). The navigation statistics for free-fall portions of skipout reentry trajectories,

in which horizon scanners or ground trackers are used are obtained using the program

described in Volume H, Part 2 of the Interplanetary Guidance System Requirements

Study.

3.2.2. i.i.1 DescriptionoflnertialGuidance Systems. Both strapdown and gimballed

inertialmeasurements units were selected for evaluation of reentry trajectories. Two

gimballed systems are modeled. One system is representative of current Apollo-

class inertialmeasurements units and the other system has improved instrument accur-

acies but stillwithin near-future state-of-the-art capabilities. The error budgets for

the two gimballed systems designated Budget A and Budget B, are shown in Table B-16,

Appendix B, Section If.

Two strapdown systems were modeled, one with rate gyros the other with rate-integral

gyros (RIG). These RIG gyros are characteristized by single-axis stabilized mounting

which stabilizes the input axis with respect to rotations about the input axis. The rate

gyro system is considered to be representative of current strapdown inertial measure-

ment units. The system with RIG gyros is categorized as a near-future state-of-the-

art unit. Error budgets for the strapdown systems are enumerated in Table B-17,

Section II of Appendix B.
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The error budgetmagnitudes are somewhat arbitrary and do not, except for gimballed

system A, have any reference to particular existing systems. The values selected
are considered to be representative values in order that the numerical data generated

by the study have application to current and future design studies.

The initial orientation of the sensitive axes triad, for both gyros and accelerometers,

is taken along the initial pitch, yaw, and roll body axes of the reentry vehicles. The

roll axis is aligned along the initial velocity vector and the pitch and yaw axes are 45

degrees above the local horizontal at the initial reentry point.

For the skipout trajectories, navigation accuracy can be improved by the employment

of some form of electromagnetic sensor, or tracking information during the skip phase.

All inertial, ground tracking and three horizon scanners with 1_ accuracies in angle

of 0. 005 degree, 0.01 degree, and 0.05 degree were evaluated for the free-fall portions

of such trajectories (Table B-21). A total of 19 distinct guidance systems were evaluated;

corresponding to various combinations of the inertial systems alone or in combination

with the 4 free-flight navigation devices.

3.2.2.1.1.2 Reentry Reference Trajectories. Four reentry reference trajectories

were selected to provide a comparison of the effect of trajectory type and reentry

vehicle control on the performance of the inertial navigation system. The trajectory

parameters are given in detail in Table B-18.

All four reentry trajectories have the same initial reentry conditions of velocity,

position, and attitude. The reentry vehicle parameters were those of the Apollo

reentry vehicle for all trajectories. The guidance and control parameters were

varied to obtain four very different trajectories.

1. Trajectory 10A:

2. Trajectory 10B:

3. Trajectory llA:

4. Trajectory llB:

single-pass, direct reentry with pitch modulation controls.

single-pass, direct reentry without pitch modulation control.

single-skipout trajectory with pitch modulation control,

free-fall central angle of 280 degrees.

single-skipout trajectory with pitch modulation control,

free-fall central angle of 80 degrees.

The trajectories were terminated when the vehicle speed was reduced to 304.8 m/sec.

3.2.2.1.1.3 Performance Assessment Results. Realistic initial conditions, defined by

ground tracker navigation during the free-fall trajectory prior to reentry, are defined

statistically by a la covariance matrix of position and velocity uncertainties. This

matrix, Pnom, is described by the l(r position and velocity error ellipsoid parameters

of Table 3-11.

3-44

I

I

I
I
I

I
I

I
I
I

I
I

I
I
I

I
I
I
I

L



I

I

I
I
I

I
I

I
I

I
I
I

I

I
I
I

I
I
I

The guidance systems studied are tabulated in Table 3-12. All-inertlalguidance sys-

tems were evaluated twice, once with the initialnavigational error assumed to be zero,

and once with the initialerror represented by Pnom. This is to separate the navigation

error due to the inertialmeasurement unit from that due to the initialconditions. The

performance indices selected were the maximum semi-axis of the position and velocity

1_ error ellipsoids at the terminal point of the trajectory. These two parameters are

magnitudes and have no significance as to any criticaldirection of velocity or position

error. The simulation output does contain a complete description of such properties,

but its inclusion here would distract from the studies intentto demonstrate relative

performance. Table 3-13 gives the tabulationof performance indices as a function of

trajectory, guidance system,and initialconditions.

3.2.2.1.2 Inertial Systems with Realignment Capability. Improvement of navigation

accuracy for all-inertial navigation systems is obtained if periodic realignment of the

platform inertial coordinates is made. The reentry at earth occurs at the end of an

interplanetary mission, and knowledge of the inertial instrument parameters is certainly

significantly degraded.

Therefore, an investigation to determine the amount of the improvement provided by

periodic realignment of the platform inertialcoordinate system by optical observations

(for example, two-star sightings),assuming such observations were possible, was
undertaken.

3.2.2.1.2.1 Definition of Study Parameters. Two reference trajectories were

employed; namely, direct entry with pitch modulation control, trajectory 10A, and

a single-skipout (280 degrees central angle) entry trajectory, llA. A strapdown

IMU, employing rate integral gyros {RIG), defined in Paragraph 3.2.2.1.1.1 was
selected.

The navigation model utilized the realignment information in a simple direct fashion

in that only accelerations sensed subsequent to a realignment were sensed in the

realigned, but still drifting platform coordinates. No correction was applied to pre-

viously gathered information. The realignment la accuracy was 30 arc-seconds about

each of the three axes.

The realignment schedule was varied by changing the number of realignments made

during the reentry trajectory. One to five realignments were made in the direct reentry

trajectory; one to eight realignments were made in the reentry portions of the single-

skipout trajectory. The realignments were made on regular 90-second intervals

following reentry: (1) one realignment at 90 seconds after reentry, (2) two realign-

ments at 90 and 180 seconds after reentry, and so on.
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Position (km)

Velocity (m/sec)

Principle Axes
Magnitude

3.4357610
1.7222726
1.0377096

3.1596481

1.1421311

0.72261197

Direction Cosines

N
X

-.41488146

.90487565

-.095253982

-.25163381

-.75209684

.60912284

N
Y

.90593878

.40108867

-. 13565658

-.14260361

.65131757

.74528482

N
Z

.084547052

.14257569

.98616626

.95725888

-.10067576

.27114527

Table 3-11. Characterization of Initial Errors for

First Atmospheric Reentry at Earth (Pnom)

Class 1 Systems

Gimballed IMU

Budget A
Budget B

Strapdown IMU
Rate Gyro System
RIG Gyro System

EMS
Horizon Sensor

_ =. 05 °

_9 = • 01°

_9 = • 005°

Ground Tracker

1 2 3 4

x

x

7 8 9

x x x

x

Navigation System Index

10 11 12 13 14 t5 16 17 18

x

x x x x

x x x x

x x

x x

x x

x x x

x

x

I 19 20 21

I x

x

x x

x

Table 3-12. Definition of Guidance Systems for Performance

Assessment Studies on Reentry Trajectories

4686
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Mission , Navigation
Phase

IOA

lob

11A

UB

System Indel

I

1

2
2

3

5

4

4

1
1

2

2

3

3
4

4

7

5

9

10

11
12

13

14

15

16
11

lS

1

1

2

2

3

3
4

4

7

$

10

11
12

14

15

16

15

19

20

21

P
o

o

Pnom
0

Poom
0

Pnom
0

Pnom

0

Pnom
0

Poom
0

Pnom
0

Pnom

0

Pnom
0

Pnom
0

Pnom
0

Poom

Pnom

Pnom

Pnom

Pnom
Pnom

Puom

Pnom
Pnom

Pnom

Pnom
P

nom
Pnom

0

Pnom
0

Pnom
0

Poom
0

Pnom
Pnom

Pnom

Pnom

Pnom
Pnom

Pnom
Puom

Pnom
Pnom

Puom

Pnom

Poom

Maximum Semi Axis of Terminal Error EIItpsoid

Positron (km)

1.70

4.02
1.16

3.99

71.75

71.77

1.51

3.99

2.95

4.06

2.06

4.60
243.76

243.77

3.49

4.67

20.82
49.42

22.75

47.34

106.52

106.53

27.59

49.91
7.23

3.82

1.21

1.01
7.19

3.80

1.13

.81
7.56

4.70

1.70

.99

6.22

10.73

5.00

10.06
64.76

68.12

5.24

10.35

1.72

.68

.52

1.62
.61

.41

1.70

.60

.42

27.74

27.67

27.67

Velocity (m/sec)

8.37

8.73
5.49

6.05
454.08

454.08

7.05
7.50

8.39

8.68

5.71

6.19
932.95

932.95

10.17

10.36

23.33
42.58

19.74

40.72

446,62

446.63
23.67

42.77

6.69

4.01

4.15

4.13
6.34

3.88

3.21

3.07
6.76

4.39

3.62

3.39

5.30

10.36

4.97

9.66
234.83

234.84

5.31

10.04

4.07

3.92

3.91

2.87
2.65

2.63

2.65

2.31
2.31

234.76
234.76

234.76

Table 3-13. Summary of Guidance System Performance Assessment Studies

for Earth Reentry Trajectories
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As for all-inertial reentry studies, the platform is initially aligned before each atmos-
pheric reentry phase.

Initial position andvelocity errors are included at the first reentry point and are
propagatedto the terminal point of the trajectory. The inertial system errors add to
these initial errors during reentry portions of the trajectories. During the free-fall
portion of the single-skipout trajectory, the inertial sensors output is not used.

3.2.2.1.2.2 StudyResults. The entire inertial instrument error budget for the RIG
strapdownIMU system was degradedby factors of 3 and 10 to simulate IMU degradation
for the direct reentry trajectory 10A.

The performance index is the maximum dimension of the position or velocity error
ellipsoid at the terminal point of the trajectory, which is defined as the point when
the speedis 304.8 meters per secondand altitude is about 20kilometers.

The study results are summarized in Figure B-92 for the direct reentry trajectory,
and Figure B-93 for the single-skipout trajectory.

For the direct entry trajectory, 10A, the successive alignments reduce the terminal
error for a 10× degradedbudget, from an unacceptable14 kilometers (la) to an
acceptable5 kilometers (lcr). Periodic realignment doenreduce the terminal error
for the single skipout trajectory, llA, from 27kilometers (l(r) to 18 kilometers (lcr),
but this is inadequatebecausethe nominal altitude is 20 kilometers at this point.

This realignment techniqueprovides sufficient improvement only for extremely degraded
IMU's (10× budget), on direct entry trajectories. Aided free-fall navigation is still
required for single-skipout trajectories. It is concludedthat this technique does not
offer enoughcorrection capability to warrant further study.

3.2.2.1.3 Navigation with Electromagnetic Sensors. Although the feasibility of
employing electromagnetic sensors in the atmosphere entry environment has not been
completely established, a study of the navigational performance attainable with such
devices, assuming they canbe madeto work, was conducted. The trajectory and the
guidance system configuration are defined in Tables B-19, B-20, and3-14.

The injection conditions for the nominal trajectory are the terminal conditions for the
earth approachtrajectory designatedVI. 3.3 in Table B-12, These conditions were used,
alongwith vehicle, environmental, and nominal control in the simulation called
Nominal Atmospheric Entry Trajectories-- Version II described in Volume II, Part 6
of this report, to obtain a nominal trajectory which could be used for the performance
assessment of guidanceandnavigation systems. The same input was used to generate
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the nominal trajectory tape with the performance assessment program. Performance

Assessment of Atmospheric Entry Guidance Systems described in Volume If, Part 7

of this report. The results for six differentsimulation cases are summarized in

Table 3-14.

The specific definitions of the system configurations for each of these cases are given

in Appendix B. Time histories of navigation performance parameters for some of the

results summarized in Table 3-14 are also shown in graphical form in Appendix B,
Section II.

Two conclusions may be made from observation of Table 3-14.

1. Most accurate performance,in terms of deviation of the state from the nomi-

nal trajectory and in terms of error in the estimate,is accomplished by the

system with the most accurate instruments as seen by comparing runs 3001,

3002, and 3003 --Table 3-14.

2. The addition of control noise significantlydegrades performance as seen

by comparing runs 3002 and 3006, Table 14.

Areas for possible future investigationin the single-pass atmospheric entry mission

class are listedbelow.

i. Use of irregular schedules for electromagnetic sensor observations to account

for possible problems associated with ionization and resultant sensor dropout.

2. Use of IMU during entry.

3. Single-pass entry at other planets at variety of injection speeds.

4. Effect of initialuncertainty of state on performance.

5. Different combinations of electromagnetic sensors and error budget.

6. Additional studies using uncertainties in both atmospheric and aerodynamic

coefficients.

3.2.2.2 Atmospheric Entry at Mars

A statisticalperformance assessment study was made using the atmospheric and

gravitationalproperties of Mars. The same Apollo vehicle and guidance and control

systems were used as for the Earth entry. The Martian atmosphere density can be

accurately approximated by an exponential functionof altitude,as can Earth's atmos-

pheric density. The relative performance capabilitiesof the inertialmeasurement

units is expected to be the same. The studies used the same statisticalsimulation as

used for the studies of Paragraph 3.2.2.1.1.
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3.2.2.2.1 Definition of Study Parameters. A direct entry trajectory was selected

with initial speed of 5,690 meters per second at 125 kilometers altitude with an entry

angle of 0. 234 radians below the local horizontal. These initial conditions are taken

from a capture mission to Mars (II. 1.3). The trajectory was terminated at a speed

of 304.8 meters per second. The Mars atmospheric model was the Mars II model.

Trajectory duration was 533 seconds.

Maximum acceleration level was 51 meters per second 2 and maximum angular rates

were 0. 69213 radians per second. Pitch modulation control was used, set to maintain

a 5 g aerodynamic acceleration. The plane control parameter, Es was 10 -4.

The same four guidance systems and budgets used in the performance assessment

studies for Earth atmospheric entry, Paragraph 3.2.2.1.1, are used for the Mars

entry trajectory.

The initial covariance matrix of velocity and position errors, Pnom, is characterized

by la position error ellipsoid semi-axes of 1.5, 0.7, and 0.1 kilometer and la velocity

error ellipsoid semi-axes of 2.3, 2.3, and 0. 004 meters per second. These initial

errors are principally in the plane of the incoming trajectory.

3.2.2.2.2. Study Results. Table 3-15 shows the position and velocity performance

indices for the four guidance systems evaluated with Po set to either Pnom or to zero.

The results show that both gimballed systems and the RIG strapdown system give the

same navigational accuracy. The cases where Po = 0 indicate that guidance system

errors are about half of the corresponding values for direct entry at Earth. This

is consistent with the observation that the net velocity loss in the Mars trajectory is

about half of the velocity loss during the Earth entry trajectories reported in

Paragraph 3.2.2.1.

3.2.3 GUIDANCE AND NAVIGATION DURING ATMOSPHERIC BRAKING

Atmospheric braking in this report is defined as the maneuver consisting of the entry,

path through, and subsequent departure from the atmosphere with the intent of modify-

ing (by aerodynamic means only) the direction and magnitude of the exit velocity vector

with respect to the value it would have had if the atmosphere had not been present. It

is a form of the flyby trajectory which may be used effectively to reduce the entry

speed at earth during the final phase of an interplanetary mission. The nominal tra-

jectory and vehicle is described by the data in Appendix B, Table B-25. The nominal

injection conditions are obtained from Table B-12 under the heading of Fast Martian
Approach.

3-51



Guidance
System

Gimballed
BudgetA
Gimballed
BudgetB
Strapdown
RIG Gyros
Strapdown
Rate Gyros

Po

0

P
nom

0

Pnom
0

Pnom
0

Pnom

Maximum SemiAxis Magnitude of la Error Ellipsoid

Position (km)

.63

2.04

Velocity (m/sec)

2.14

3.14

•57 1.96

2.02 3.02

•52

2.00

120.61

120.61

1.83

2.93
463.53

463.53

I

I

I

I

I

I

I
Table 3-15• Performance Assessment Results for Direct Reentry at Mars

The results of the preliminary study indicate that the maneuver is feasible and that

more detailed studies are required. These further studies are outlined in the perfor-

mance assessment section which is presented below along with linearity studies.

3.2.3.1 Range of Linearity

Since both the guidance and navigation are based on linear theory and because the

dynamical system is nonlinear, itis pertinent to consider the range over which the

linear approximations are valid. This was accomplished by perturbing the parameters

listedin Table 3-17 from nominal values by at least two values and comparing the

terminal state deviations from the nominal trajectory. The nonguided version of the

atmospheric braking trajectory is particularly well suited for this type of analysis

since the nominal control during this maneuver is open loop (not a function of the state

of the vehicle). This is in contrast to performing the analysis during a single-pass

entry in which case the vehicle is required to maintain constant altitudefor a time.

The nominal control system then generates guidance commands as a function of the

radial speed of the vehicle which obscures the determination of terminal deviations

as a function of initialperturbations.

The data in Table 3-17 indicates that fairly large deviations in initial position,

velocity, aerodynamic and atmospheric coefficients are possible without exceeding the

linear range; that is, when the parameter is varied by a factor of x, the terminal

deviation is also varied by the same factor. The perturbative control does not fall

into this category as indicated by the data, and perturbative control magnitudes of 10
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degrees are large with respect to maintaining a linear relationship. The latter fact

has implications for the choice of the guidance law matrices used since they must be

defined so that the perturbative control does not exceed 10 degrees or the navigation
suffers.

3.2.3.2 Performance Assessment Results for Atmospheric Braking Maneuver
at Mars

The results of the performance assessment for the atmospheric braking maneuver

are summarized in Table 3-16. The data defining the guidance (lambda matrix)

parameters employed and the navigation system configurations is specified in Appendix B,

Table B-26. The systems employed ground tracker, radio altimeter and horizon

scanner navigation.

The first case in Table 3-16 (case numbered 511) represents no guidance or navigation

so that comparing the results of the various other cases with it indicates the performance

improvement possible by closed loop guidance during the maneuver.

Time histories of performance parameters for some of the results summarized in

Table 3-16 are contained in Appendix B, Paragraph 2.2

3.2.4 EXPLORATION OF PLANETARY ATMOSPHERES

In order to make an atmospheric entry at a planet, it is essential to have an accurate

knowledge of the atmosphere of that planet. This is clearly demonstrated by the entry

corridors shown in Appendix B, Figure B-138 through B-140 .for the differe_t versions

of the Martian atmosphere which indicate that there is little overlap of the reentry

corridors at injection speeds in excess of parabolic, that is, 1.4 times circular speed.

Since the uncertainty in our knowledge of the atmosphere is large enough to make all

three of these Martian atmospheric models feasible, only two courses are open in

order to assure atmospheric entry. The first consists of entry at low speed with the

injection flight path angle in the overlap region. This may not be feasible from a fuel

consumption standpoint. This leaves only the second possibility; improve the know-

ledge of the atmosphere of the entry planet.

A number of approaches to the solution of the problem of obtaining this information

is available including the injection of an unmanned vehicle into the planet's atmos-

phere. It would transmit observations after landing to the "mother ship" which could

process the data or transmit the data back to earth for processing. Another approach

would consist of making observations during or after passage through the fringes of

the atmosphere as in atmospheric braking.
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In either approach some form of barometric or dynamic pressure measurements would

be made, but these could be supplemented by the use of observations made with electro-

magnetic sensors or an IMU such as described in this report, followed by the processing

of this data using the equations programmed in the navigation block of the reentry

guidance and navigation performance assessment program.

3.2.4.1 Description of Trade-Off Study Parameters and Tectmiques

The data presented in this section is the result of a study using the observations made

with electromagnetic sensors and/or an IMU to obtain an estimate of the augmented

state vector (position, velocity aerodynamic, and atmospheric coefficients). Two tra-

jectories are considered. (See Table B-27, Appendix B.) These are:

1. 10 g unmanned Martian single-pass entry at low injection speed. This

trajectory would result from a deboost from a circular parking orbit

around Mars. The deboost phase was not one of the missions studied so

detailed information about the uncertainty in the estimate of position and

velocity is not available, but it is clear that the uncertainty must be very

small due to the possibility of extensive navigation while in the parking orbit

and during the low-speed approach to the injection point.

2. The atmospheric braking trajectory which uses the terminal conditions of the

interplanetary mission identified by number III. 1.3 in Table 3-3 as reentry

injection conditions. The uncertainty in these terminal conditions is also

defined in Table 3-3 for various system cnnfigurations.

Trade-off studies were conducted using the various system configurations defined in

Table B-28. The results of the study are tabulated in Table B-29. For all of the runs,

the error inthe estimate of the magnitude of the position deviation, AR = root sum

square of the error in the estimate of position components is tabulated, followed

by the standard deviation, erR, of that quantity. Similarly, /xV, the root sum square

of the error in the estimate of the velocity components, and its standard deviation, crV

is tabulated. Since these are unguided flights, the maximum value of the nominal

control is zero. With respect to estimation on the aerodynamic and atmospheric

coefficients, the runs are divided into three categories.

1. Estimation is made only on aerodynamic coefficients.

2. Estimation is made only on atmospheric coefficients.

3. Estimation is made on both aerodynamic and atmospheric coefficients

simultaneously.
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_=.ks appearing in Table B-29 imply that no estimation was attempted. No estim-

ation was made on the lift coefficient CN in the 10g unmanned trajectory since a non-
lifting vehicle was used.

Two models of the atmospheric uncertainty were simulated. In the first, an uncer-

tainty in the sea-level density, _Oo, was assumed so that the density, p, was described
by the following equation

P = fPo + 6 Po)e -flTh

where fit Is the atmospheric decay factor and h is the altitude. In this formulation,

6 Po is a constant random variable and the state of the vehicle is augmented by the

addition of this quantity. In the second,formulation density was given by the equation

P = Poe-/3_h + 6 P

where 5 p is the uncertainty in the atmospheric density and is correlated in altitude.

Under these circumstances, the state is augmented by the addition of a variable, 5 p.

Runs 416, 420, and 423 were made with this formulation. The error in the estimate

is much smaller than with the 6 Po formulation but this does not imply superior per-

formance since the density is smaller (i. e., density at terminal point of a braking tra-

jectory is small compared to sea-level density). Estimation on sea'level density has

the advantage of including directly in the estimation process a constant which is used

in the mathematical model describin_ the atmosphere. It has the disadvantage, how-

ever, of having uncertainties in this quantity indistinguishable, in a dynamical sense,

from uncertainties in the aerodynamic coefficients, unless pitch modulation is used for

nominal control. This can be shown easily by writing the perturbation in force dF

(directly proportional to acceleration perturbation) as a function of the perturbation in

aerodynamic coefficients, dC, and sea-level atmospheric coefficients, dp o, as follows:

F = Cp e -fl_hV 2 S/2
O

dP o

dF = F(-d'_ ' + -_'-)
O

where

C = aerodynamic coefficient

V = speed

S = area
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The dynamical effect due to the quantities in the parenthesis cannot be separated if

both C and Po are constant. If estimation on both of these is desired simultaneously,
it is necessary to make one of them a variable. C is a variable if pitch modulation

is used; i. e., modifying the angle of attack as a part of the nominal control philosophy

(see description in Paragraph 3.2.5) since C is a function of the angle of attack.

If the second formulation of atmospheric density is used, the observability problem

does not exist since dpo/p o in the equation above is replaced by dp/p, which is vari-
ble. However, this formulation estimates the deviation from the nominal atmosphere

at the current altitude which is not as useful in specifying the true atmospheric model

as an estimation on constants used in the formula for that model. Only runs 416,

420, and 423 in Table B-29 have this second formulation.

3.2.4.2 Description of Results

The data resulting from computer runs used in the study of atmospheric exploration

with the guidance and navigation performance assessment program is presented in

Table B-29. In the runs, in which estimation was made on 5Po and the aerodynamic
coefficients, the ratio of the statistics describing the uncertainty in these quantities

is the same at the terminal point as at the initial point, although the magnitude is less

at the terminal point. This is a consequence of the fact that the perturbation due to
the combined effect of these can be measured. Since the Kalman filter cannot attribute

the effect to one or the other of the coefficients, it uses the initial statistics to decide

the amount of uncertainty associated with each qunntity.

The highlights of the data in Table B-29 are listed in the following paragraphs.

1. 10 g unmanned entry. The purpose of this series of runs is to compare the
effectiveness of an IMU with the radio altimeter for three different values of

initial position and velocity perturbations. The estimation on the atmospheric

and aerodynamic coefficients is as described in the preceding paragraph.

The statistics describing the uncertainty in the magnitude of the position

deviation, _R, are comparable for both instruments, but the uncertainty in

the magnitude of the velocity deviation is less whenthe IMU is used. This is

expected since the IMU measures the integral of nongravitational acceleration.
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o Estimation during atmospheric braking - Part I

a. Initial state uncertainty and covariance. The use of state-of-art horizon

sensor and ground trackers during planetary approach results in an uncer-

tainty of 6.3 kilometers in position and 3.6 meters per second in velocity

(Table 3-3, Mission III. 1.3) at the entry sphere. Runs 448 and 449, which

have initial uncertainties of this order are compared with runs 445 and 446,

which have considerably smaller uncertainties. It is seen that the uncer-

tainty in terminal position and velocity is strongly affected by initial con-

ditions, but that the uncertainty in terminal atmospheric and aerodynamic

coefficients is relatively insensitive to these quantities.

Choice of aiding instrument. An evaluation of the relative effectiveness

of a particular aiding instrument can be made by comparing the statistics

of the following runs.

be

Run Number

427, 428

433, 434

436, 437

439, 440

Instrument

IMU

Horizon

Sensor

Radio

Altimeter

Horizon

Sensor and

Radio Alti-

meter

Effectiveness

Most accurate for position

and velocity. Not quite as

good as radio altimeter for

aerodynamic coefficients.

Least accurate in all

respects.

Comparable in position but

inferior in velocity to IMU.

Accurate for aerodynamic and

atmospheric coefficients.

Slightly better than radio

altimeter by itself.

C. Observation time interval. If runs 436 and 437 are compared with runs

445 and 446, it is seen that a change in observation interval from 10 to 5

seconds reduces the statistics describing the error in the estimate by
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about 20 percent for the radio altimeter. A comparison of runs 424 and

425 with 439 and 440, and with 445 and 446 gives similar results.

Estimation during atmospheric braking--Part ]I. H the uncertainty in the

initial position and velocity is small compared to the sea-level atmospheric

density uncertainty (small meaning that the deviation in the terminal position

and velocity due to the initial perturbation in these quantities is small com-

pared to the final state perturbation caused by uncertainties in the sea-level

atmospheric density), then estimation may be made on the atmospheric and

aerodynamic coefficients by making observation after the vehicle has left the

atmosphere. The advantage of this approach consists primarily in the fact

that electromagnetic sensors may be used without ionization problems asso-

ciated with these measurements during passage through the atmosphere.

The two runs tabulated in Part II of Table B-29 reflect this technique. The

results are comparable with results obtained by making observations in the

atmosphere. Although the observations were made every 20 seconds for over

1,000 seconds, only the first few were required and no further improvement
occurred after these were made. As mentioned earlier, pitch modulation

during passage through the atmosphere would have been required to separate

the effects of the aerodynamic and atmospheric effects.

3.2.4.3 Future Studies

Additional data should be collected to properly evaluate the effectiveness of the

procedures described in preceding paragraphs. The following items should be incor-

porated into the future studies.

1. Include dynamic pressure or barometric measurements in the observations.

2. The atmospheric model should have uncertainties in the sea-level density

and the atmospheric decay factor.

3. Pitch modulation should be employed to improve the estimation on simulta-

neous aerodynamic and atmospheric studies.

4. The observation schedule for electromagnetic sensors should be modified

to account for possible problems due to ionization.

3.2.5 ATMOSPHERIC ENTRY CORRIDOR WIDTH STUDIES

The program described in Volume H, Part 6 of the Interplanetary Guidance System

Requirements Study was used to determine atmospheric entry corridors at Earth

and at Mars. The variation in corridor width due to changes in entry speed, attitude,
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entry vehicle, aerodynamics, vehicle control parameters, and atmospheric models

was measured. The resulting corridor widths were used to establish standards for

free-fall planetary approach trajectories. Data demonstrating the influence of the

aforementioned factors is presented graphically in Appendix B, Paragraph 2.2, where

the study parameters are tabulated. A total of 26 distinct entry corridor studies were

made. Principle results demonstrate the strong effect of initial roll angle upon entry

corridor width and the need for a better definition of the Martian atmosphere before

manned entry at Mars can be attempted. With the three versions of Martian atmos-

phere used in these studies, only a 24-milliradian wide corridor is common to the

three corridors corresponding to the three atmospheric models at a low (3,962

meters per second) entry speed. At higher speeds, the reentry corridors are disjoint

(Figures B-138, B-139, and B-140 in Appendix B) and are narrower than Earth

corridors for corresponding entry speeds.

3.2.6 CONCLUSIONS

Results of the atmospheric study are summarized below.

For guidance and navigation during direct atmospheric entry, state-of-the-art gimballed

inertial measurement units (like the Apollo IMU) give adequate performance.

For entry trajectories employing skipout phases, navigation using some form of

electromagnetic tracking data must be employed during the skip phase.

Providing the capability of realignment of the inertial reference during entry improves

the performance somewhat; however, this may be very difficult to implement. The

improvement available is not adequate to negate the requirement for electromagnetic

tracking data for skipout entry, consequently, this approach does not appear very
worthwhile.

The performance assessment programs seemed to function satisfactorily. These revisions

are suggested to increase their usefulness even more.

Include pitch modulation for nominal control. Not only is the entry corridor

wider but simultaneous estimation on atmospheric and aerodynamic coefficients

is also possible.

Rewrite the atmospheric model so that uncertainties in sea-level density

and the atmospheric decay factor are constant random variables which are

added to the augmented state vector.

Limit the magnitude of the perturbative control to values near the limit

of linearity to improve the navigation.
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Reformulate the plant noise model so that noise proportional to the per-
turbative control vector is used. This will weight observations by the aiding
instruments more whenever large perturbative control degrades the
navigation.

Replace the best estimate of the state by the deviation from the nominal trajectory
in the guidanceblock whenever evaluation of the weighting matrices is to be
made.

The techniqueof usingnavigation systems to determine distant planet atmospheric
characteristics as a spacecraft passes through the atmosphere seems feasible, based
on this study, andshould receive further consideration for future possible missions.

Safe-entry corridor widths are extremely narrow for Mars entry, due mainly to the
uncertainties in the Martian atmosphere.

Safe-entry corridor widths are considerably larger for vehicles havingboth roll and
pitch control than for thosewith roll control only.
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3.3 GUIDANCE AND NAVIGATION DURING POWERED FLIGHT

3.3.1 OBJECTIVES OF THE INVESTIGATION

The investigation of the guidance and navigation during powered flight is intended to

establish reference performance criteria for the guidance and navigation system during

powered flight phases of interplanetary missions. Inertial measurement systems

consisting of gyroscopes and accelerometers in either a gimballed or strapdown con-

figuration are required for powered flight navigation and guidance where "instantane-

ous" navigation data is required for the guidance and control function.

The study results discussed in this section provide data on the performance capability

of current and near--future inertial guidance and navigation systems when assessed on

a representative set of powered flight phases of the reference mission classes. These

results provide practical data for guidance systems and trajectories of current interest.

3.3.1.1 Reference Inertial Guidance Systems

Four reference inertial guidance systems, two strapdown systems and two gimballed

systems with error budgets defined in Tables 3-18 and 3-19,were selected for per-

formance assessment studies with the set of six reference boost trajectories given in

Table 3-20. The two gimballed systems differ only in the error budget magnitude.

The two strapdown systems differ in budget and in the type of gyro; one strapdown

system uses a rate gyro that has scale factor and scale factor nonlinearity uncertainties,

while the other strapdown system has a rate-integral (RIG) gyro that is servo-stabilized

to maintain zero angular rate along its input axis.

Error budget magnitudes are chosen with reference to current and near-future inertial

measurement unit accuracies. The more conservative gimballed budget (Budget A)

is modeled from current Apollo standards. The other budgets represent engineering

estimates of possible representative systems, not modeled after any particular system
or instrument.

Table 3-21 defines the inertial guidance systems used in the boost-trajectory perfor-
mance- assessment studies.

The selected instrument orientation placed the instrumentVs sensitive axes along the

initial orientation of the reference pitch, yaw, and roll axes. The pitch and yaw gyros

had their output axes aligned along the initial roll axis to minimize gyro drifts due to

mass unbalance.
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Error Source

GYROS

Random Drift

X-gyro

Y-gyro

Z-gyro

g-Dependent Drifts

acceleration along input axes

X-gyro

Y-gyro

Z-gyro

acceleration along spin axes

X-gyro

Y-gyro

Z-gyro

g2-Dependent Drifts

acceleration along input and

spin axes

X-gyro

Y-gyro

Z-gyro

Input Axes Misalignments

X-gyro Input _ output

X-gyro input _ spin

Y-gyro input -. output

Y-gTro input _ spin

Z-gTro input _ output

Z-gyro Input _ spin

Scale Factor (rate gyro only)

X-gyro

Y-gyro

Z-gyro

Non-llnearlty {rate gyro only)

X-gyro

Y-gyro

Z -gyro

ACCE LEROMETERS

Bias

X-acoelerometer

Y-accelerometer

Z-accelerometer

Scale Factor

X-accelerometer

Y-accelerometer

Z-accelerometer

Non-Llnearlty
X-accelerometer

Y-accelerometer

Z-accelerometer

Input Axes Misalignment

X_y

X_Z

Y_Z

Y_X

Z_X

Z-'Y

INITIAL ALIGNMENT

_x
COy

_Z

Units

meru

meru

meru

meru/g

meru/g

meru/g

meru/g

meru/g

meru/g

meru/g 2

meru/g 2

meru/g 2

arcsec

arcsec

arcsec

srcsec

arcaec

arcsec

10-6

10-6

10-6

10-6/(rad/scc)

10-6/(rad/sec)

10-6/(rad/sec)

Pg

Pg

Pg

Pg/g

Pg/g

Pg/g

pg/g2

_g/g2

_g/g2

arcsec

arcsec

arcsec

arcsec

arcsec

arcsec

arcsec

arcsec

arcsec

Rate Gyro System

20

20

20

5O

5O

50'

30

30

30

20

20

20

20

20

20

20

20

20

16.6

16.6

16.6

2666.6

2666.6

2666.6

300

300

300

210

210

210

6O

6O

6O

30

30

30

30

30

30

30

30

30

RIG G_ro SYstem

10

10

10

10

10

10

10

10

10

10

10

lO

20O

200

200

100

100

100

I0

i0

I0

18

18

18

18

18

18

30

30

30

Table 3-18. Strapdown System Error Budget
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GYROS

Error Source

Random Drift

X-gyro

Y-gyro

Z-gyro

g-Dependent Drifts
acceleration along input axes

X-gyro
Y-gyro
Z-gyro

acceleration along spin axes

X-gyro
Y-gyro
Z-gyro

g2-Dependent Drift
acceleration along input and

spin axis

X-gyro

Y-gyro
Z-gyro

ACCELEROMETERS

Bias

X-accelerometer
Y-aecelerometer

Z-accelerometer
Scale Factor

X-accelerometer
Y-accelerometer

Z-accelerometer

Non- Llnearity
X-accelerometer

Y-accelerometer
Z-accelerometer

Sensitive Axis Mtsalignments
X-*Y

X-*Z
Y-*Z

INITIAL A LIG NME NT

_z
_Z

Units

meru

meru

meru

meru/g
meru/g

meru/g

meru/g
meru/g

meru/g

meru/g 2

meru/g 2
meru/g 2

/_g
/_g
/_g

/Ag/g

_g
_g/g

/Ag/g 2

_g/g2

_g/g2

arc-sec

a rc- sec
orc-sec

arc-sec

arc-sec
arc-sec

Budget A
,i

15

10

15

15
10
15

204
204
204

100
100

100

10
10

10

41
41
41

41
41
41

Table 3-19. Gtmballed IMU Error Budgets

Budget B

2.5
3
3

10
3
3

0.5

0.5
0.5

200
200
200

5O
50
50

10
10
1o

35

50
15

41
41
41
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Nominal Trajectory Description

Environmental Data

Central Body

Atmosphere Model

Highest Harmonic in Gravity Model

Trajectory Data

Initial Conditions

a (ks)

V (m/sec)

x (km)
Y (kEn)

Z O_m)

X (m/see)

_' (m/see)
_, (m/see)

Terminal Conditions

Time of Flight (sec)

R _m)
V (m/see)

x (km)
y (km)
Z (km)
X (m/sec)

Y (m/sec)

(m/sec)

Inertial Velocity Increment

AV (m/sec)

Re-entry Angle y (rad)

(measured st 123 km altitude)

IMU Environmental Data

Maximum Thrust Acceleration

(m/see 2)

Minimum Thrust Acceleration

(m/see 2)

Maximum Angular Body Rate

(rad/sec)

Propulsion System

Vacuum Specific Impulse (sec)

Mass Rate (kilograms/sec)

5A

Inject into

Mars transfer

from 185 km

Earth parking

orbit

Earth

4th

6560.

7794.9

1235.

4150.

4928.

7639.4

5569.1

1445.5

392.

6805.

11646.3

4583

3414.

3694.

9976.3

3297.6

5023.4

3851.4

23.93

5.75

0.00415

5B

Deboostinto

4633 km

parking orbii

at Mars

M_rs

0th

11619.

3925.3

-7235.

-3562.

-8365.

2866.7

-2429.

1135.7

244.6

11594.

1924.7

-6664.

4039.

8584

1415.5

1185.4

543.8

- 2000.5

11.08

5.75

.075

Mission Phase

6 7

Trajectory Midcourse

change at correction

Mars peri-

center in fly-

by mission

Mars Earth

0th 4 th

8065. 87926.

11195. 5251.1

7298. 41925.

2699. 46972.

2120 61375.

2217.1 1694.1

9756.3 3070.9
5023.0 3908.1

10.3 4.94

8065. 87952.

11135.8 5228.7

7275. 41933.

2800. 46987.

2069. 61395.

2203.7 1669.8

9705.2 3061.6

4996.0 3895.8

-59.3 -22.4

5.86 5.81

5.75 5.75

.087 0.0

312. 312.

-23.263 -23.263

Launch from

Mars surface

into 345 km

parking orbit

Mars

Mars II
0th

3415.

242.

3415.

0

0

0

242.

0

637.3

3757.

3382.4

3502.

1360.

0
-1232.4

3150.

0

31617.

36.1

9.26

.087

312.

-23.263

312.

-23.263

282.8
309.0 }

{-75973_
-147.62J

Deboost prior

to atmospheric

re-entry at
Earth

Earth

1962 U S
4th

8017.

12934.6

-2881.

-4186.

6200.

10619.2

3937.4
6247.6

418.

6494.

9227.3

1094.

-5314.

3568.

7233.6

1049.9

5631.6

-3707.3

-. 11053

26.87

5.75

0.001

312.

-23.263

Table 3-20. Description of Boost Trajectories

Used in Performance Assessment Studies
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Navigation System Description

Navigation System Index

Class I Systems

Gimballed IMU

Budget A

Budget B

8trapdown IMU

Rate Gyro System

RIG Gyro System

5A 5B

1234

x

x

1234

x

x

x

x

Mission Phase

1234

x

x

x

x

x

x

7

1284

x

x

1234

x x

x x

x x

x x

9

1234

x

x

Table 3-21. Definition of Inertial Guidance Systems

Used in Boost Trajectory Performance Assessment Studies

3.3.1.2 Reference Boost Traiectories

The reference boost trajectory phases were selected from boost phases of interplanet-

ary missions. The boost trajectories are described in detail in Table 3-20. These

trajectories, which form a representative array of boost trajectories for interplanetary

missions, were generated using the program described in Volume II, Part 3, Nominal

Powered Flight Trajectories, wherein a detailed description of the generation of these

trajectories is given. The initial and terminal conditions of the boost trajectories are

specified by data taken from the interplanetary mission class designated in Table 3-20.

For performance assessment purposes, the output of the trajectory program consists

of a time history of nongravitational acceleration, body angular rates and attitudes,

and a state transition matrix recorded on magnetic tape for use with the performance
assessment simulation.

Boost phases of interplanetary trajectories are, in general, characterized by adding a

velocity increment in a constant direction. Except for planetary launches and landings,

angular rates during inertial navigation phases are quite small. The acceleration

levels are low and vary in an almost linear fashion for small velocity changes. A

significant exception is the acceleration profile for the launch from Mars trajectory

where thrust levels are higher and propellent mass expended is a significant portion

of total missile mass. Figure 3-9 shows trajectory parameters including the acceleration

profile for the launch from Mars trajectory.
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3.3.1.3 Performance Assessment

A statistical performance assessment of all-inertial guidance systems is made using

the digital program defined in Volume II, Part 4, Performance Assessment of All-

Inertial Guidance Systems. This computer program for performance assessment of

all-inertial guidance systems is capable of simulating an inertial measurement unit in

either a gimballed, strapped-down, or Carousel mode of operation. A total of three

gyro error models and two accelerometer error models are currently programmed,

with provision for additional instrument error models included in the program structure.

As many as 51 independent error sources may be represented in the inertial guidance

system model.

The performance indices used for the study are the maximum semi-axis magnitudes of

the position and velocity error ellipsoids measured at the end of the boost phase. These

values are a measure of the statistical properties of the injection initial condition for

the succeeding free-fall trajectory. The values do not contain information regarding

the deviation in position and velocity at this point due to guidance and control actions

during the boost trajectory. A summary of performance assessment results is shown
in Table 3-22.

3.3.2 DEBOOST PRIOR TO REENTRY (TRAJECTORY INDEX 9)

Most boost phases of interplanetary trajectories are followed by relatively long free-

flight trajectories. Injection errors can be compensated by optimal navigation during

these phases when correction velocities are defined and implemented. Velocity budgets

for interplanetary missions are computed with allowances for such injection errors.

However, deboost for ballistic atmospheric reentry does not permit later correction

in time to effect a successful and safe reentry. The reentry point and, in particular,

the reentry angle are initial conditions that must be achieved with high accuracy almost

immediately at the end of the powered trajectory. This trajectory occurs at the end of

an interplanetary mission when the calibration accuracy of the inertial instruments has

the largest uncertainties.

The performance assessment indices of the four reference inertial guidance systems

for this trajectory are shown in Table 3-22. These navigational uncertainties are

small and do not significantly affect the reentry angles.

An investigation of the effects due to degraded inertial guidance systems was conducted

for this trajectory. The inertial instrument package consisted of three rate gyros and

three proof-mass accelerometers, evaluated in both a strapdown and gimballed con-

figuration. The acceleration independent components in the error budget-- accelerometer

bias, constant random gyro-drift rate, and initial misalignment -- can easily be calibrated
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Mission
Phase

5A

5B

Navigation Navigation

1

2
3

4

1

2
3

4

Maximum Semi Axis of Terminal Error Ellipsoids
Position (kin) Velocity (m/sec)

0. 202

0. 207

0 • 295
0 • 208

0. 080

0.079
0. 108

0. 080

0. 00012
0. 00012

0. 00017
0. 00012

0. 00003

0.0O003

0.0OOO4
0. 00003

0. 603
0.57O

1. 956

0 • 512

0. 240
0. 234

0.350
0. 243

1.25

1.20
2.02

1.27

0.66

0.64

0.93
0 • 66

0. 024

0. 023

0.033
0. 024

0.011
0.011

0. 016
0.011

1.841

1.737
3. 868

1.55

1.41

1.35
2.41

1.45

Class System

1 1

2
3

4

1 1
2

3
4

1 1

2
3

4

1 1
2

3
4

1

1

Index

Table 3-22. All-Inertial Guidance System, Performance Indices for

Space Boost Trajectories

during the long periods of free-fall that separate the short phases of high navigational

accelerations in which the IMU can play a primary role. Therefore, only the accelera-

tion-sensitive error terms were assumed to be degraded for this study. The numerical

results of this study are shown in Appendix B, Section HI. These results indicate that

even with a degradation factor of 20 on all acceleration sensitive errors, the inertial

system errors will not degrade the entry corridor miss by more than a few arc-minutes.

3-70

I

I
I

I

I
I
I

!
I
I
I

I
I
I
I

I
I
I



I

I

I

I

I

I

i

I

I

I

I

I

I

I

I

I

I

I

I

3.3.3 LAUNCH FROM MARS INTO CIRCULAR PARKING ORBIT

(TRAJECTORY INDEX 8)

The launch-from-Mars trajectory is a two-stage boost trajectory with a coast period

between the two stages of thrust. Figure 3-9 gives trajectory parameters as a function

of flight time. Table 3-20 lists other pertinent trajectory data.

This boost trajectory has been somewhat arbitrarily defined but does have high accel-

erations, high angular rates and a long flight time. Hence, it does provide a relatively

severe test of the inertial-navigation-system performance characteristics that will be

associated with any such launch phase. The performance indices given in Table 3-22

show that the navigational errors at the end of this trajectory are 2 to 3 times as

large as navigational errors of the other boost phases. The errors are, however,

in every case tolerable in terms of the allowable errors at the initiation of midcourse

navigation.

3.3.4 TRAJECTORY CHANGE MANEUVERS

3.3.4.1 Trajectory Change at Mars ( Trajectory Index 6)

Martian flyby missions require a small velocity change at Martian pericenter to inject

into an acceptable Earth return trajectory. This particular trajectory requires only

59.3 meters/second speed change over a 10.3 second interval for the required boost

maneuver. Table 3-20 gives the pertinent trajectory data. The performance indices

for this trajectory are given in Table 3-22 and are very small values.

3.3.4.2 In|ection into Mars Transfer from 185 kilometers Earth Parking Orbit

(Trajectory Index 5A)

This trajectory is a boost phase of the 3-planet flyby (Grand Tour) mission number I

and has the largest inertial velocity increment among the set of reference boost tra-

jectories. It is a typical space boost trajectory, characterized by almost constant

thrust direction, slow angular rates, and relatively low acceleration levels (< 3 g).

The performance indices are given in Table 3-22 and the trajectory characteristics

are given in Table 3-20.

3.3.4.3 Deboost into Circular Parking Orbit at Mars ( Trajectory Index 5B)

This boost trajectory is also a boost phase of the Grand Tour mission. The physical

trajectory characteristics are similar to the trajectory of Paragraph 3.3.4.2, but the

inertial velocity and flight time are about half the values of the preceeding boost

trajectory (Table 3-20), and the corresponding performance indices are slightly less

than half the value of the preceeding trajectory (Table 3-22).
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3.3.4.4 Midcourse Correction (Tra|ectory Index 7)

This trajectory is a standard boost maneuver for all interplanetary missions. Despite

the short time and small velocity increment, the accuracy requirements on the inertial

measurement system are still quite high because of the high terminal sensitivity to

velocity errors at points where midcourse corrections are made. The principle error

source for such maneuvers is the initial alignment accuracy, which accounts for the

uniformity of the performance indices shown in Table 3-22 for this trajectory.

3.3.5 CONCLUSIONS

The inertial measurement systems evaluated in this study are considered to be repre-

sentative of current and near-future inertial measurement systems. Their performance

for boost phases, which are followed by free-fall trajectories in which recursive opti-

mal navigation is performed, is sufficiently accurate to assure the validity of the linear

assumptions of such navigation.

The boost trajectory that deboosts for ballistic atmospheric reentry at Earth where the

reentry angle is the critical parameter is the most severe test of inertial guidance per-

formance. Here even degraded rate-gyro strapdown systems provide adequate accur-

acy margins for entry at approximately circular speed. It was demonstrated in Para-

graph 3.2 that navigation during maneuvering atmospheric entry imposes the most

severe requirements upon the inertial measurement unit. The relatively benign

acceleration and angular rate environments of interplanetary trajectory boost phases

permit use of inertial measurement systems with current performance standards to

obtain satisfactory navigational accuracy. Thus, even the strapdown system with rate

gyros, the least accurate system considered, could be used satisfactorily on the

powered flight trajectories considered in this study, although it is not adequate for

atmospheric entry inertial navigation.
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3.4 GUIDANCE AND NAVIGATION FOR LOW-THRUST MISSIONS

A low-thrust mission is one in which the propulsion is supplied by thrusters operating

continuously over most or all of the mission at very low thrust levels (less than or equal

to 10-3g). Such thrust devices are the electric propulsion systems that are currently in

early stages of development and appear attractive for future extended space travel.

The guidance and navigation for such a mission differs from that for the most conven-

tional high-thrust, free-fall mission in that the trajectory equations of motion must

account for the thrust (that is, there is no free-fall trajectory}, and the control action

is continuous rather than impulsive.

Two different low-thrust performance-assessment simulation programs have been

developed: Version I is a simplified two-dimensional, statistical model, while

Version II is a more complete, three-dimensional model. These programs are

described in Volume II Parts 10 and 11, respectively.

The objectives of the low-thrust guidance and navigation studies are described below,

followed by a discussion of the trade-off studies made using the two different digital

simulation programs.

3.4.1 OBJECTIVES OF THE INVESTIGATION

The overall objective of the study is to investigate the requirements for low-thrust

interplanetary navigation. The following are specific objectives.

1. To develop methods of obtaining optimum low-thrust heliocentric transfer

trajectories.

2. To study guidance sensitivities for low-thrust missions, including the following:

a. The dependence of system response on trajectory profile,

b. The effects of the initial uncertainty in position and velocity,

c. The sensitivity of the navigational procedure to errors in the a priori

statistics of the instruments,

d. The accuracy of a neighboring optimum guidance scheme.

3. To make a performance assessment study of alternate guidance system con-

figurations, including the following:

a. The effects of combining an IMU with electromagnetic sensors, plus

determining the necessary precision for the IMU,

b. The effects of rotation of the IMU on system response,

c. The effects of ground tracking; that is, trade-off between onboard instru-

mentation and onboard and ground tracking.
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3.4.2 TRADE-OFF STUDIESUSINGVERSIONI OF THE DIGITAL
SIMULATION PROGRAM

This section details the results of a series of trade-off studies made with the simplified
digital simulation program. For a complete description of this mathematical model

and computer program, see Volume II Part 10. Briefly, it is a two-dimensional simu-

lation of low-thrust trajectory phases which computes only the statistical quantities

related to the navigation problem.

3.4.2.1 Nominal Mission Profiles

The parameters for the optimum nominal Earth heliocentric-transfer trajectories and

tangential-thrust spiral-in and spiral-out trajectories at Earth and Mars are presented
and discussed in this section.

3.4.2.1.1 Heliocentric Transfer Trajectories. HTR2-- This trajectory is a fast (79

day = 6. 8258 x 10 _ sec) Earth-to-Mars trajectory with a Julian launch date of 2439491.5.

The Earth-to-Mars transfer angle is 93 degrees. A (normalized) initial thrust accel-

eration of 1. 18411 x 10 -5 krn/sec 2 and a (normalized) m._ss flow rate of 3.0 x 10-8 sec

were used. The trajectory was integrated for 1 million seconds to define the escape

phase, and the heliocentric transfer was integrated for 5 million seconds to the start

of the Mars approach phase. Table B-33 shows the initial conditions at the start of

this heliocentric phase.

HTR4-- This trajectory is a slow (166 day = 1.43424 x 107 sec) Earth-to-Mars trajectory

with a Julian launch date of 2441067.5. The Earth-to-Mars transfer angle for this

case is 135 degrees. A (normalized) initial thrust acceleration of 0. 95347 × 10 -7 km/sec 2

and a (normalized) mass flow rate of 1.0 x 10 -8 sec were used for this case. This

trajectory, being slower, was integrated for 2 million seconds to provide for the escape

phase, and then integrated for 10 million seconds to the start of the Mars approach.

The renormalized initial conditions at the start of this phase are also shown in TableB-33.

These optimum heliocentric-transfer trajectories were obtained using the program

described in Volume II, Part 9. It was necessary to input planetary ephemeris infor-

mation for each trajectory. Since the planets are assumed to move in circular orbits,

it is sufficient to input R, w, T O for each trajectory. Table B-34 summarizes these
values.

3.4.2.1.2 Planetocentric Escape Trajectories. Two spiral-out trajectories were
run, one at Earth and one at Mars. Each was truncated after 200,000 seconds. Table

B-35 shows the initial conditions used for each trajectory. As this table shows, the

vehicle was assumed to spiral out under tangential thrust from a circular orbit around

the respective planet.
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3.4.2.1.3 Planetocentric Capture Traiectorie@. The initial conditions of the two

spiral-in trajectories were determined from the terminal conditions of the spiral-out

trajectories, with 200,000 seconds flight time. Table B-36 summarizes the initial

conditions used.

3.4.2.2 System Configurations

In this section the available systems are discussed in terms of the sensors employed

and the associated error budgets. Table 3-23 details the systems used in the course

of these studies. Details of the specific error budgets represented by each of the

designated system symbols are given in Table B-37. The following notational

conventions are used.

1. Instruments -- indicated by initials

G Ground tracker-- measures range, range-rate, and angle.

P Planet tracker-- measures space angle { may be switched between Earth,

Sun, and Mars).

IG Gimballed IMU

IC Carousel IMU

2. Error Budgets -- indicated by subscripting initials by 1, 2,3, and so on.

3. Systems -- indicated by combining subscripted initials separated by dashes,

as PI-GI, PI-GI-IGI, and so on.

4. Correlation time, switching times for the planet tracker, and dynamic noise

values when the IMU is not present are also specified by the subscript.

5. Variance

2 indicates a noise variance.

b2 indicates a bias variance.

Subscripts indicate components of measurement to which they apply; that is,

2 for noise variance of angle for planet tracker, b2 for the bias variance.

For this study itwas necessary to develop a reference set of values for the bias in

the propulsion parameters, and also a set of reference values for the initialuncer-

taintyin position and velocity for the heliocentric transfer trajectories and the planet-

ocentric spiral-out trajectories. For the planetocentric spiral-in, the terminal accura-

ey of the heliocentric transfer trajectory, using the corresponding system, was used to

initializethe error in the estimate of position and velocity. The program allows for a

bias to be present on the control angle, but this option was not used, therefore b2= 0

for the control angle. Table 3-24 shows the reference values used for HTR2, HTR4,
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SYSTEM

I

II

III

IV

V

VI

VII

VIII

IX

X

XI

XII.

XIII

XIV

XV

XVI

XVII

XVIII

XIX

XX

XXI

XXII

XXIII

XXIV

XXV
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CO NFIGURA TION

G1

GI-IG1

GI-IC1

pl

PI-IG1

Pl-IC1

G1-P1

G1-PI-IG1

G1-PI-IC1

P2

P2-IG1

P2-IC1

P3

P3-1G1

P4

P4-1G1

P5

P5-IG1

P2-1C2

P2-IC3

P6

P7

P8

P9

Pl0

HTR2

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

MISSIONS

HTR4

X X

X X

X

X

X

X

X

MO EO

X

X

X

X

MI

X

X

HTR --Heliocentric trajectory

MO --Mars Out planetoeentric

escape trajectory

EO- Earth Out planetocentric

escape trajectory

MI --Mars In planetocentric

capture trajectory

Table 3-23. Systems, Configurations, and Missions Studied
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and the planetocentric escape phase. Escape from Mars used the same values as were

used for HTR2, since they were assumed to use the same propulsion system. Escape

from Earth used a slightly different set of values. Propulsion errors are approximately

1 percent values.
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POSITION VE LOCITY PROPULSION

2 2 2 2

_x3 _x4 2 _ao {Yd_ 2
TRAJECTORY (l_sec) 2 (km/sec) (km/sec) 2 (/sec)

0olx 10-5HTR2 (MO)

HTR4

EO

2 2
%1 %2

(km) 2 (kin) 2

1.0 1.0

1.0 1.0

1.0 1.0

0.1x 10 -5

i0. i x 10-5

0.1x 10 -5

0.1x 10 -5

0.1x 10 -5

).25x 10 -I¢

_.134× 10 -16

). 169× 10 -is

0.1× 10 -_Y

0.1× 10- t8

0.9x 10-19

Table 3-24. Initial Error Covariances

3.4.2.3 Trade-Off Parameters

For the heliocentric phase, in addition to studying the effects of combining various

instruments with different error budgets, it was also desired to study the effects of

changing the trajectory profile and of changing the initial error covariance of the

position, velocity, and parameters to be estimated. The change in accuracy as a

function of the rotational rate of the Carousel IMU was also studied. In addition, sen-

sitivity studies to errors in the a priori statistics were run as described in ParagraphI. 4
of Volume II, Part 10.

For the planetocentric phase it was desired to investigate the effects of the IMU and

also the ground tracking on the error in the estimate of position and velocity. Also,

the effects of planet tracker accuracy were investigated with and without the IMU.

3.4.2.4 Study Results

In this section the studies of the various mission phases are summarized. Tables of

terminal accuracies are included for many cases. In the box format of these tables,

the top line represents the position eigenvalues and the bottom line the velocity eigen-

values; that is, the semi-major and semi-minor axes for the position and velocity

ellipses, respectively. Graphical time histories of these eigenvalues are also presen-

ted in some cases, the scales being km forposition, km/sec for velocity, and sec
for time.
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3.4.2.4.1 Heliocentric Transfer Phase. Most of the heliocentric phase trade-off

studies were made with trajectory HTR2. This was done because the system respon-

ses were found to be relatively trajectory independent. Figures B-147 and B-148

(Appendix B) illustrate the correctness of this assumption. Figure B-147 shows the

time history of the more accurate position eigenvalue for trajectory HTR2 using system

PI-IG1. Figure B-148 shows the time history of the more accurate position eigen-

values for trajectory HTR4 using the same system with the time scale shrunk by a factor

of 2 (since HTR4 takes twice as long as HTR2). Note that the shape of the two time

histories is virtually identical, and that the peak error for each trajectory is of the

same order of magnitude. Indeed, the terminal accuracies are also very close, and

the fluctuations are believed to be primarily due to geometrical differences of the

position and velocity of the target relative to the vehicle in the final approach phase.

Figure B-149 shows the time history of the more accurate eigenvalue when the planet
tracket P2 is used by itself. Note the abrupt changes at T = 0.15 × 107 and T = 0.35× 107

due to the change in the body being observed at these points. Since one goal of this

study was to determine the improvements in accuracy obtained with various types of

IMU's Figures B-150, B-151, and B-152 show the same time history when P2 is

combined with the gimballed IMU IG1, the Carousel IMU IC1, and the more rapidly

rotating IMU IC3. An immediate improvement in accuracy by a factor of 5 and a

smoothing effect occur with the addition of the gimballed IMU. Rotating the IMU

reduces the error by another factor of 2.5, even though the IMU rotates only 10 times

during the entire flight. As Figure B-152 shows, only a very slight improvement
is noted when the IMU is rotated 100 times during the flight, so it appears that even a

very slow rotational rate is adequate to reap the majority of the benefits of the Carousel

configuration.

Figure B-153 adds the ground tracker G1 which measures range-rate and angle infor-

mation to the system PI-IG1 of Figure B-147. Although a similar shape is retained,

it is seen that the peak error is reduced by more than an order of magnitude when the

ground tracker is used. Thus it appears very desirable to have accurate ground track-

ing whenever possible, at least during the early phases of the flight.

Another topic of interest is the dependence of system accuracy on the initial covariance

of the error in position and velocity. If PO2 and PO3 are the covariance of position

and velocity for HTR2 in Table 3-24 multiplied by 104 and 106 , respectively, where

the covariance of the propulsion errors remain the same, then Figures B-154, B-155,

and B-156 show the time history of the more accurate eigenvalue for system P1, when

the initial covariance in position and velocity is set equal to the normal values PO2

and PO3, respectively. Note in particular that the maximum error is only doubled

when the 1_ value of initial position and velocity error is raised 2 or 3 orders of

magnitude. Table 3-25 summarizes the terminal accuracies of these three systems.
As the table shows, the maximum change for any eigenvalue is less than 20 percent,

even with a 3-order-of-magnitude change in the initial position and velocity uncertainty.

Thus it appears that the filtering process is relatively insensitive to the initial error
in the state.
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Pl

3760, 268

4.77x 10 -2, , 5. 83× 10 -3

I

PI-P02

4320, 269

5.55× 10 -2 , 5.84× 10-s

P1-PO3

4370, 287

5.63×10 -2 , 6.02x 10 -3

Table 3-25, Effect of Initial Covariance in Position ar/d Velocity on

Terminal Accuracy

Table 3-26 summarizes the terminal accuracy of typical systems for trajectory HTR2.

As mentioned before, the top line of each box shows the position axes, the bottom line

the velocity axes. This table shows the dramatic improvement when an IMU is added

to an EMS, and also the further improvement when the IMU is rotated at a constant

angular velocity. Also, the improvement obtained by combining the ground tracker

with the onboard planet tracker is clear from the numerical results.

In Paragraph I. 4 of Volume II, Part 10 of this report, a statistical measure of sensi-

tivityto errors in the a priori statistics is discussed. Briefly, the sensitivity coefficients

are defined by the ratio of the eigenvalues of the covariance matrix (computed using

the "true" statistics and the a priori filter-gain matrix) to the eigenvalues of the

"true" covariance matrix for the state. Figures B-159 and B-160 are examples of the

time history of the degradation in performance which might be expected due to errors

in the a priori assumptions about the random and bias errors of the various instruments.

Figure B-157 shows the sensitivity coefficient for one position component if the bias and

random errors of P1 are four times as great as assumed. The terminal performance

is only about 75 percent as good as that with accurate knowledge of the statistics.

Since it was found that the filter is almost totally insensitive to errors in the initial

conditions, including the IMU covariance, Figures B-158 and B-159 combine IG1 and

IC1 with 5a bias errors with pl with 4or bias and random errors. With the gimballed

IMU the terminal accuracy was found to be over 97.5 percent of optimum, and with the

Carousel IMU over 99.5 percent of optimum, indicating that these aided-inertial sys-

tems are very insensitive to errors in the a priori statistics as far asfilter performance
is concerned.

Figure B-160 shows the sensitivity to a 4_ ground tracker coupled with the 5_ gim-

balled IMU. Again, the terminal accuracy is over 99.5 percent of optimum, and thus

ground tracker-IMU systems are also rather insensitive to errors in the a priori
statistics.
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I

G1

P1

GI-PI

P2

1780, 1.14

1.88x 10 -2, 3.0x 10 -_

3760, 268

4.77x 10 -2, 5.83x 10 -3

5.57, 1.05

3.08x 10-4,1.06x 10 -6

5550, 548

6.24x 10 -2 , 1.17x 10 -2

IG1

66.4, 1.13

2.0x 10-5,9.88x 10 -7

40.3, 1.28

i 3.85x 10 -4, 1.86x 10 -5

1.[5, 0.644

2.99x 10 -6, 1.25x 10 -7

571, 28.1

4.19x 10- 3, 4.55x 10 -4

IC1

45.4, 1.13

9.22x 10 -6, 3.03x 10 "i

25.2, O.902

1.87x 10-4,6.35× 10 -6

i.14, O. 640

2.66×10 -7,1.04x 10- 7

519, 22.8

3.37x 10 -3, 8.24x 10- 5
A

Table 3-26, Summary of Terminal Accuracy of Typical Systems for

Trajectory HTR2

3.4.2.4.2 Planetocentric Escape Phase. For the planetocentric spiral-out phase,

cases with a ground tracker were run at Earth, and cases without a ground tracker

were run at Mars. Of particular interest were the effects of the IMU and the effects

of the ground tracker since the planet tracker may be present at M_rs, whereas the

ground tracker may not and the IMU may be present at either planet.

An explanation of the figures follows. Due to the fact that the nominal trajectory is

a spiral, the roles of the larger and smaller eigenvalues are interchanged due to the

rotation of the eigenvectors. Thus, when features of the figures are referred to,

the larger eigenvalue (that is, the upper envelope of each graph) is applicable. The
terminal accuracies for the cases are shown in Tables 3-27 and 3-28, and the time

histories of the error eigenvalues are shown in Figures B-161 through B-163 of

Appendix B.

As mentioned previously, the outward spirals were run arbitrarily for 200,000 seconds

and then truncated. Figure B-161 shows the Martian spiral-out with only the planet

tracker P1. Note that the error is still increasing at T= 200,000 and the filter has

not converged. Figure B-162 shows the same run with the addition of the gimballed

IMU IG1. The error here also increases for a time (although not as rapidly) , but

at T = 100,000, the filter rapidly begins to converge as the estimate of the bias errors

begins to improve. Figure B-163 shows an Earth-centered spiral-out with the system

G1-PI-IG1. In particular, this shows that with the addition of ground tracking the

error in the estimate does not increase, but instead is a monotonic decreasing function
of time.
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Tables 3-27 and 3-28 and the figures in Appendix B show that the addition of the IMU

greatly improves system performance and that the ground tracker at the Earth is also

extremely valuable.

3.4.2.4.3 Planetocentric Capture Phase. Since the planetocentric spiral-out and

planetocentric spiral-in systems responses are so similar, only avery few spiral-in

cases were run. Table 3-29 presents these results. Since the vehicle is moving

toward the planet, instead of away, the increase in error using the planet tracker only,

which was observed in the spiral-out case, does not occur, because moving closer to

the target decreases error and moving away increases error when the planet tracker
is used. As before, however, the IMU is seen to improve the system accuracy significantly.

P1

P2

216, 8.03

9.7x 10 -3 8.41x10 -4

• 219, 8.20

9.83x 10 -3, 1.01x 10 -3

IG1

0. 138, 4.00x 10 -3

4.31x 10 -6, 7.70,x 10 "_

3.20, 0. 102

1.00x 10 -4, 1.97X 10 -6

IC1

O.105, I.77x i0-3

3.98× 10-6,2.13× 10-6

2.55, 4.48× 10-2

9.38× 10- 5,4.72× 10- 5

I

I

I
I

I
I

I

I

I

Table 3-27. Summary of Terminal Accuracy of Typical Systems for

Trajectory MO

G1

GI-PI

I.83, 6. 16× i0-3

6.99× i0-4,1.77× 10-4

2.76×10-16.15x 10-3

1.01× I0-4, 1.97×10 -5

IG1

2.50x10- I,i.68x 10-3

9.03× 10-5 4.66× 10-7

2.05× 10-17.35× 10-4

7.42× 10-5,2.59× 10-7

Table 3-28, Summary of Terminal Accuracy of Typical Systems for

Trajectory EO

P1

0

O.982, O.304

9.53x 10-4,2.93× 10-4

IC1

9.06× 10-32.214,<10-4

8.71x 10 -6, 2.12× i0-7

Table 3-29. Summary of Terminal Accuracy for Trajectory lVlI
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3.4.2.4.4 Approximate Determination of Acceptable Navigation System Classes.

During the study it was decided to seek an empirical relationship between terminal

accuracy and instrument error budgets that would eliminate the necessity of a large

number of computer runs for determining classes of adequate systems. In particular,

it was desired to find a family of acceptable instruments as a function of bias and

random error that would give terminal errors smaller than a specified value.

This problem is attacked by expressing the terminal accuracy X as an expansion about

Xo given by

Note that the variations in all parameters except the planet tracker bias and random

noise are neglected. These expressions then allow determination of acceptable regions

in crc_, b_ space for k in the neighborhood of Xo.

Figure 3-10 shows the termLnal errors for a system using only planet tracking for
various random noise values and a fixed nonzero bias error. Both the larger and

smaller eigenvalues are plotted to show that the terminal error is nearly linear over

the range of more than an order of magnitude of random error. Figure 3-11 shows a

similar graph when an IMU is present with the same result of linearity over the

range shown. Thus, for a given bias, an acceptable level of random noise may be

chosen over a limited range, using only a few runs by interpolation or extrapolation.

Table 3-30 shows the terminal accuracy of a planet tracker with a fixed random

error and various biases. For a change in bias of two orders of magnitude it is seen

that the change in terminal accuracy is less than 10 percent. Thus af/ab_ also appears

to be fairly small. However, it is known that the filter has a singularity at a s = 0, and
from Table 3-31 it appears that this also presents a problem for b_ = 0. As the

table shows, the eigenvalues do not appear to be linear functions of the random noise
forb --0.

It is suggested, however, that the determination of a family of hyperplanes whose

"interior" would provide the family of acceptable systems for a given terminal accu-

racy requirement might be possible for small regions, at least away from the origin
which is the region of practical importance. This would be a very important simplifica-

tion of the problem of choosing a system _o satisfy any given set of terminal
accuracies.
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b rad

5.5× 10 -2

5. 5× 10 -3

5.5× 10-4

Table 3-30.

X1 kln X2 km AIA 2 kin 2

3.8x 103

3.8× 103

3..7×103

2.7× 102

2.7× 102

2.4× 102

1.0× 106

I.0× 106

8.9× 106

Terminal Accuracy as a Function of Bias for Nonzero Finite
Random Noise

O"rad

1.9× 10TM

1.9× 10-5

i.9× 10 -6

Table 3-3I,

X1 km X2 km XiX 2 kin2

6.5× 103

3. i× 103

2. i× 103

I.Ix 102

I.5x 101

1,7

7.15× 105

4.65× 104

3.57× 103

Terminal Accuracy as a Function of Random Noise for
Bias Zero

3.4.2.4.5 Conclusions. From the results presented previously it is seen that the IMU

appears to be the key to an adequate onboard system. As the tables show, the addition

of an IMU to a reasonably accurate planet tracker brings the terminal error down to

acceptable values. Also, as the graphs show, the system is far less sensitive to errors

in the a priori statistics when the IMU is included. The ground tracker also reduces the

terminal error, but this is difficult to assess due to the extreme distances over which

the tracker must be accurate. For the planetocentric phase, however, the ground

tracker is extremely accurate and extremely desirable.

Also, since the terminal error was found to be relatively insensitive to the initial

error in position and velocity, and almost totally insenstive to the trajectory, it appears

that the approximate procedure outlined in Paragraph 3. 4. 2.4.4 would be a very fruitful

topic for future investigation into the simplification of error analysis techniques.

Another conclusion of this study is that an extremely accurate IMU is not essential for

low-thrust navigation, as the tables and graphs show. In fact, present state-of-the-

art inertial instrumentation appears to be adequate, particularly in the Carousel con-

figuration, even if the IMU is rotated at very low frequencies. The estimation of the

IMU bias error appears, therefore, to be an extremely good substitute for building

very high precision inertial instruments, and so low-tarust navigation does not appear

to need the extremely accurate accelerometers which have been postulated for the
future.
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3.4.3 TRADE-OFF STUDIESUSINGVERSIONTWO OF THE DIGITAL SIMULATION
PROGRAM

The more exact (and more costly in computer time) Version II of the low-thrust

computer program is described in Volume II, Part 9. It has been exercised relative

to the following specific objectives.

1. To determine the range of linearity of the equatmns of motion about a

nominal low-thrust trajectory. Within this range, linear perturbative

methods would be applicable.

2. To determine, within the linear range, the accuracy of a neighboring

optimum guidance scheme in a deterministic application; that is, assuming

perfect navigation and no control noise.

3.4.3. i Description of Study

Two trajectories with constant continuous thrust were selected for the study:
-4

1. HTR2 - a fast Earth-to-Mars trajectory with a thrust level of 5.8 × 10 g

and a flight time of 79 days.
-5

2. HTR32 - a slow Mars-to-Earth trajectory with a thrust level of 6.2 × 10
g and a flight time of 193 days.

These trajectories are described in more detail in Volume II, Part 9.

In the design of each trajectory a neighboring optimum iteration scheme was used.

First, an initial guess of the trajectory parameters was made. With these values, an

initial optimum reference trajectory was established by integrating the equations of

motion from the initial position and velocity out to the end of the flight time. The

resulting final position and velocity missed the desired target. Attempt was then made

to establish a neighboring optimum trajectory as the desired trajectory by guiding to

the target with the neighboring optimum guidance scheme. If the terminal miss was

still too large, then the process was repeated with the neighboring optimum trajectory

as the reference trajectory.

If the initial target miss was outside the range of linearity, only a fraction at a time

could be corrected until the residual miss was within the range. This fact enables the

range of linearity to be established by making successive computer runs with increas-

ing fractions of the initial miss to be corrected in the first iteration. Consider the

first run made in which the iterative process does not converge. The initial fractional

miss to be corrected for is outside the linear range. Furthermore, the initial

fractional miss in the prior run is within the linear range.
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For the latter series of runs, only HTR32 was used because its long flight time would

give a conservative estimate of the range of linearity.

Iterations in which total corrections of the miss were attempted, provide results to

establish the guidance accuracy. The accuracy required to correct for a terminal

miss is comparable to the accuracy required to correct for an initial deviation.

Correcting for an initial deviation, is, of course, the true guidance problem.

3.4.3.2 Results

Figures 3-12 and 3-13 contain the results of the study in determining the range of

linearity. The initial miss in position and velocity was 5. 37 × 107kilometers and

5. 13 kilometers/second. In the broken line labeled NSTEPS = 3, the initial fraction

of the miss corrected was 1/3. Similarly, in the line labeled NSTEPS = 2, the initial

fraction was 1/2. The latter definitely appears to be diverging while the former con-

verged. Consequently, the range of linearity extends to about 2 × 107kilometers in

position and about 2 kilometers/second in velocity.

Figures 3-14 and 3-15 contain the results of the study in determining the accuracy of

a neighboring optimum guidance scheme. As can be seen, the accuracy that can

be expected for initial deviations up to 50,000 kms in position and 5 meters/second in

velocity is 100 kilometers and 0.01 meters/sec (at least in the deterministic case) ,

respectively.
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SEC TION IV

SUMMARY OF CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE STUDIES

The performance studies have treated classes of missions rather than specific

missions. This is because interplanetary travel is still in such a primitive state that

for many missions, specific quantitative objectives and requirements do not exist;

however, the analysis programs should be useful when specific missions are defined.

These are the general conclusions reached in this study:

Atmospheric entry requires the highest level of navigation system performance.

The meeting of entry corridor constraints requires the greatest accuracy during

free-fall or midcourse phases, and navigating during atmospheric entry requires

the most accuracy of inertial systems (during non-free-fall phases}.

State-of-the-art navigation performance levels appear adequate for all mission

phases except preentry approach to a distant planet (Mars}. In particular,

present DSIF performance seems adequate for all free-fall phases except Martian

preentry approach.

State-of-the-art inertial systems are adequate for high thrust and atmospheric entry

phases, but they are not sufficiently accurate for unaided inertial guidance of

skipout reentry.

State-of-the-art onboard electromagnetic sensors (trackers and sextants} are

• dequate for planetary orbit navigation but not for those interplanetary midcourse

phases which lead directly to atmospheric entry.

The rest of this section discusses these conclusions and the supporting data for each

mission phase.

4.1 FREE-FALL STUDY CONCLUSIONS

The free-fall performance studies are described in Paragraph 3.1. The analysis of

two complete interplanetary missions, described in Paragraph 3.1.3, indicates that

the most critical phases of these missions is the approach to atmospheric entry;

therefore, additional studies of approach phases were made. They are described in

Paragraph 3.1.4, and representative results are summarized in Table 4-1.

The safe-entry-angle corridor widths shown in the table are for an Apollo Command

Module type of entry vehicle. The navigation position and velocity uncertainties have

been converted to uncertainty in entry angle, and the numbers in the table are 6¢r

entry angle uncertainties, so there is an attainable ±3a corridor to compare with the
safe corridor.
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MISSION PHASE

Earth approach at

12. 02 km/sec from

Three-Planet Grand

Tour

Earth approach at

13.95 km/sec from

Venus-Mars Swing-

by

Martian approach at

5.67 km/sec from

Capture Mission

Martian approach at

12. 63 km/sec from

Martian Flyby

Table 4-1.

NAVIGATION

CONFIGURA TION

(See Table B-8

for Error Budget)

SOA Horizon

Sensor (H 11)

BSOA Horizon

Sensor ( H 31)

SOA Ground

Trackin G {G 11}
SOA Horizon Sensor

(H 11: a = 3.0 arc-

minutes; ab = 6. 0

arc-minutes)

BSOA Horizon

Sensor

(H 21: a = 0.6 arc-

minutes; a b -- 0.6
arc-minutes)

BSOA Horizon

Sensor

(H 40: (r = 0. 17 arc-

minutes; ab = 0)

SOA Horizon

Sensor

(H 11: o" = 3.0 arc-

minutes; ab = 6. 0
arc -minutes)

SOA Space Sextant

(S 11: cr = 3.0 arc-

minutes; a b =

6.0 arc-minutes)

SOA Horizon

Sensor and Ground

Tracker (H 11 and

G 11)

SOA Horizon

Sensor (H 11)

SOA Horizon

Sensor and Ground

Tracker (H 11

and G 11)

BSOA Horizon

Sensor and Ground

Tracker (H 40 and

and G 10)

NA VIGA TION

UNCERTAINTY IN

REENTRY ANGLE

(arc-minutes)

2f50

900

25

3600

480

84

1050

975

210

5750

900

210

ENTRY
ANGLE SAFE

CORRIDOR WIDTH

(arc-minutes)

2O0

160

450

14

m,

Performance Assessment Summary for Planetary Approach
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The table shows that ground tracking (DSIF) provides a wide safety margin for Earth

entry, but that onboard horizon-scanner navigation is not adequate. It also shows that
for approach to Mars, no present methods are adequate unless the approach speed is

drastically reduced (below Mars escape speed}.

Special studies concerning free-fall navigation were described in paragraph 3.1.6,

and the results suggest certain conclusions:

The navigation computation employed for free-fall should incorporate orbit

rectification capability. This is indicated by the results (Table 3-5) of the

simulations in earth orbit. These show that, without orbit rectification, the

navigation errors attributable to nonlinearity are extremely large (approximately

10 kilometers) after only one revolution for an initial perturbation from nominal

of about 30 meters per second and that, beyond one orbit, they increase very

rapidly. With rectification, the errors due to this nonlinearity effect appear to

be bounded and masked by the effects of observation errors.

A study of free-fall navigation by sextant indicates that the use of a star catalog

of five "optimally" selected stars yields performance notably better than that of

fewer stars, but that increasing this even to a very large star catalog does not

improve navigation accuracy.

The principal guidance-and-navigation obstacle to successful travel to Mars (and

to other planets, although travel to them should be studied using the programs

developed in this study} is the inaccuracy of navigation in the Mars approach

phase. Therefore, navigation during the Mars approach phase should be studied

further to establish more precise performance levels for a greater range of

system configurations, and a thorough state-of-the-art survey of all sensor types

that might be used during approach to track or scan Mars directly from a space-
craft should be conducted.

A study of a wider variety of entry vehicle configurations should also be undertaken

to determine how much the entry corridor width restrictions at Mars might be

relaxed.

4.2 ATMOSPHERIC ENTRY STUDY CONCLUSIONS

The atmospheric entry and powered flight phases of interplanetary flight are the only

phases which involve sustained nongravitational accelerations and are thus the phases

which establish the accuracy requirements for inertial measurement systems. The

studies described in Paragraphs 3.2 and 3.3 have shown that atmospheric entry

requires inertial system performance greater than that required for the powered flight

(thrusting) phases.

In particular, it can be concluded that current inertial system capability is adequate

for unaided inertial navigation of direct (single pass) entry trajectories but inadequate

for skipout entry. This is shown in the study results summarized in Table 4-2.
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In this table the terminal errors are 1_ errors at the point at which the vehicle has

slowed to Mach 1, or about 20 kilometers altitude. The trajectory data is given

specifically in Table B-18 and the error budgets in Tables B-16 and B-17. The

Budget A system represents an Apollo type of inertial measurement capability. The

conclusion stated above is based on this data, and the assumption that a 1or error of

about 5 kilometers is the maximum permissible. The figures in the column headed

"P0 = Pnom" include the effect of initial uncertainties assuming DSiF navigation in
free-fall.

The results of studying the performance of aided-inertial systems for the skipout

trajectories are summarized in Table 4-3. This data supports the conclusion that

ground tracking during the skipout provides adequate performance for these trajectories

but that current horizon scanner performance is marginal for longer skipouts

(Trajectory llA). These results also suggest that alternative navigation configurations

for use during skipouts should be studied further since the skipout approach to entry has

many advantages and since it would seem desirable to have complete onboard capability

to navigate and guide during such entry phases.

It can be concluded from studies of atmospheric braking at Mars that such a maneuver

can measure the Martian atmosphere. The specific results of these studies are listed

in Tables B-28 and B-29 of Section HI. Specifically, these results indicate that the

uncertainty in Martian atmospheric "sea level" density would be reduced by about one

order of magnitude using inertial measurement unit data together with the free-fall

navigation data (preceding the entry) and would be reduced even more if radio altimeter

(range and range rate) measurements could be made during the pass through the

atmosphere.

4.3 POWERED FLIGHT PHASE STUDY CONCLUSIONS

The results of the powered-flight guidance and navigation studies, described in

Paragraph 3.3, indicate that the requirements for these phases of interplanetary travel

are less demanding than the atmospheric phases. A summary of results is shown in

Table 4-4. The system error budgets are given in Tables 3-18 and 3-19, and the

trajectory data is given in Table 3-20.

4.4 LOW THRUST STUDY CONCLUSIONS

The navigation performance assessment studies for low thrust interplanetary flight

phases are represented by the results for an Earth-Mars transfer phase summarized

in Table 4-5. The results are shown for various combinations of electromagnetic

sensors and inertial systems. In the table, G1 represents present DSIF and Pl,

P2 represent state-of-the-art planet tracker performance, P2 representing a tracker
with considerably greater random noise but with the same bias uncertainty. The
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POWERED

FLIGHT

PHASE

5A

Inject into Mars
transfer from

185 km Earth

GUIDANCE SYSTEM

Gimballed Budget A

GimbaHed Budget B

Strapdown Rate Gyro

Strapdown Rate-Integral Gyro

MAXIMUM SEMI-AXIS OF

TERMINAL

ERROR ELLIPSOID

Position (km)

0. 202

0. 207

0. 295

0. 208

Velocity (m/sec)

1.25

i.20

2.02

1.27

parking orbit

5B

Deboost into

4633 km

Gimballed Budget A

Gimballed Budget B

Strapdown Rate Gyro

0. 080

0. 079

0. 108

0.66

0.64

0.93

parking orbit
at Mars

6

Trajectory

change at Mars

pericenter in

flyby mission

7

M idcourse

Correction

8

Launch from

Mars surface

into 345 km

Strapdown Rate-Integral Gyro

Gimballed Budget A

Gimballed Budget B

Strapdown Rate Gyro

Strapdown Rate-Integral Gyro

Gimballed

Gimballed

Strapdown

Strapdown

Budget A

Budget B

R ate Gyro

R ate-Integral Gyro

Gimballed

Gimballed

Strapdown

Strapdown

Budget A

Budget B

Rate Gyro

Rate-Integral Gyro

0. 080

0.00012

0.00012

0.00017

0.00012

0.00003

0.00003

0.00004

0.00003

0. 603

0. 570

1. 956

0. 512

0.66

0.025

0.023

0.033

0.024

0.011

0.011

0.016

0.011

1.841

1.737

3.868

1.55

parking orbit

9

Deboost prior

to atmospheric

reentry at
Earth

Gimballed Budget A

Gimballed Budget B

Strapdown Rate Gyro

Strapdown Rate-Integral Gyro

0. 240

0. 234

0.350

0.243

1.41

1.35

2.41

1.45

Table 4-4. Performance Assessment Study Results for Powered Flight Phases
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inertial systems IG1 and IC1 have Apollo level error budgets, but IC1 refers to a

system for which the instruments are rotated slowly in an attempt to average out bias

errors.

It can be concluded that the rotation is not very helpful. It can also be concluded that,

for this mission, combining at least two measurement sources provides much better

performance than any single type of measurement; in particular, DSIF combined with

either an inertial measurement unit or a planet tracker should provide adequate per-

formance.

The study of neighboring optimum guidance for low thrust travel indicates that this

guidance law yields convergent results over a very wide range of departure from the

optimal trajectory, up to departures as large as 1/20 astronomical unit at the terminus

of the trajectory. These results are shown in Figure 3-14 and 3-15 of Section HI.
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ABSTRACT

This appendix contains the description of the mathematical model

which provided the guidelines for the development of digital com-

puter programs employed in the Performance Assessment of

Aided-Inertial Space Guidance Systems. A general discussion

concerning the basic assumptions of the general structure of the

mathematical model is followed by a detailed description for

different mission phases. Powered flight, free-fall, and re-entry

are considered for space missions using conventional high-level

chemical propulsion. The last section contains a description of

the mathematical model used for low thrust space missions.
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SECTION I

INTR ODUC TION

One of the objectives of this study has been to develop the digital computer programs

required to analyze and assess the performance of the guidance and navigation sys-

tems for future interplanetary space missions. This report states and describes the

assumptions and mathematical model upon which these programs are based.

The programs are designed to deal with several different types of missions, and it is

natural to discuss the programs in these terms. There are four general mission

phases that have been considered. They are referred to hereafter as boost, free-

fall, re-entry, and low-thrust. These terms are defined briefly below. The

general formulation of the mathematical model for these phases is described in

general in Section II and more specifically in Sections III through VI.

BOOST: The term "boost n is meant to encompass phases of those missions that require

the utilization of a vehicle with an engine capable of producing a large acceleration

(i. e., accelerations of the same order of magnitude as the gravitational acceleration

or greater). This would include the launch phase from Earth or some other planet,

injection into an interplanetary trajectory, trajectory change maneuvers in flyby mis-

sions, and deboost for planetary capture.

FREE-FALL: The term "free-fall" refers to those portions of a mission inwhich the motion

of the vehicle is influenced primarily by the gravitational attractions of the Sun and the

planets. These missions can include small midcourse corrections that are determined

according to some guidance criterion and which are implemented by thrust devices

aboard the vehicle.

RE-ENTRY: The re-entry phase of a mission begins when the vehicle enters the

atmosphere of a planet (e. g., Earth or Mars) and terminates at the start of the final

descent phase. In this phase, the vehicle is controlled aerodynamically rather than

by propulsive devices.

LOW-THRUST: In some projected missions of long duration, the vehicle is to be

subjected to a small but continual acceleration (i. e., less than 10 -3 g's) resulting

from an electrical propulsion system. Vehicles containing a device of this nature
are referred to as low-thrust vehicles.

The specific details relating to the guidance and navigation systems differ from one

phase to the next because of the varying requirements of each. But all of these phases

do have a common basis and many of the same general techniques can be utilized. In

Section II, the general assumptions and mathematical formulation are discussed. In

this section, the commonality is emphasized. Details regarding the four mission

phases are presented in Sections III through VI.

A-1



SEC TION II

GENEBAL DISCUSSION

Before becoming too involved with the discussion, the meaning of the terms "guidance

system" and "navigation system" as used herein are defined.

GUIDANCE SYSTEM: It is the function (ff the guidance system to determine the control

action that is required to cause the vehicle to satisfy prespecified trajectory constraints.

For example, in a free-faU trajectory, the midcourse corrections can be determined

so that the position of the spacecraft at the terminal time assumes prespecified values.

As another example, the angle of attack and roll angle during re-entry must be chosen

so that the deceleration of the spacecraft does not exceed certain limits during the

flight and must also cause terminal constraints on the position and velocity to be

satisfied.

In a spacecraft, the guidance system will determine the desired control action, but it

is the control system that actually transforms the guidance commands into signals

that activate the physical control devices (e.g., the propulsive unit). In the simula-

tions described here, the errors introduced by the control system are treated as

random forces acting upon the dynamical system. The character of the control sys-

tem is implicitly contained in the statistical model of these random errors.

NAVIGATION SYSTEM: The commands computed by the guidance system a_ e based

upon knowledge of the current state of the vehicle. It is the function of the naviga-

tion system to determine the state of the vehicle, which is not necessal ily restricted

to the position and velocity, from available measurement data. These data are

_mprecise because of inaccuracies inherent in the physical devices, so the deter-

mination provides at best an approximation of the true situation. As described

below, optimal filtering techniques are used to estimate the state.

With these general definitions in mind, a statement and disct ssion of the basic

assumptions and the general mathematical model follows. The assumptions are
stated and discussed in Section 2.1, and the general solution of the guidance and navi-

gation problem is presented in Section 2.2. In Section 2.3, the general structure of

the mathematical model is discussed. The sensors considered in the study are to a

major extent phase-independent. They are discussed in Section 2.4.

2.1 BASIC ASSUMPTIONS

Reference is made frequently in the succeeding discussion of the state of the system.

The state of the system at each time is considered to be described by a collection of

quantities, including at leastthe position and velocity of the spacecraft. This collection

A-2
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is referred to as the state vector. The additional components of the state vector will

depend upon the mission phase and sensor configuration. For example, for the re-

entry phase, the lift and drag coefficients are included as state variables. The

description of the state vector for each phase is contained in the appropriate section

below. In some instances when the state vector contains components in addition to

the position and velocity, it is referred to as the augmented state.

There are two fundamental equations that describe the system for each phase.

the state X is assumed to evolve according to a known relation

First,

_X = _f (X, U) + _w (A-l)

where the p-dimensional vector U represents the control parameters and the n-

dimensional vector w describes the stochastic effects acting upon the plant. Second,

the measurement data Z are assumed at each time to be related to the state according
to

Z = h (X) +v (A-2)

where v describes the stochastic effects that cause the measurement data to be

imprecise. More specific descriptions of (A-l) and (A-2) will appear below. A more

general form could be assumedfor (A-l) and (A-2) but would not be relevant tothis study.

From (A-l) and (A-2) two basic assumptions are made.

ASSUMPTION 1

Equations (A-l) and (A-2) provide the general form for the plant and measurement

systems. This further implies that the relationsf and h are precisely known.

ASSUMPTION 2

The statistical character of the noise processes w and v are known gaussian processes.

The requirement that w and v be gaussian is somewhat artificial but reflects the fact

that it is well nigh impossible to obtain information about the third and higher order

moments of a physical device.

Certainly, the statement that w and v are gaussian does not complete the description

of the noise processes. However, it is assumed that the remaining characteristics
are known and their discussion is deferred until later in this section.
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It is now possible to formulate the general navigation and guidance problems more

precisely. But it is not possible to solve the estimation and control problems that

result. A complete theory is available only when the system equations are linear, so

it becomes necessary to approximate (A-l) and (A-2) in order to obtain a more tractable

problem.

Suppose that values for the control variables U*(t), t o < t < tf, and for the initial

state X (to) exist that provide a solution of the deterministic equation

__ :- £(_, _u*) (A-3)

Let the solution of (A-3) be denoted by X*(t) and be designated as the nominal or

reference trajectory.

Then, suppose that f_ can be rewritten in a Taylor Series relative to the nominal

values X*, U* such that deviations of any actual trajectory can be described by

x = F(t) x+G(t) u+w
m

(A -4)

where

Ig
X = X-X*

Df
u = U -U*

The F(t) and G(t) are matrices whose elements are partial derivatives.

= valuated with X*, U*

G(t) Df ( af__ )/
= _ valuated with X*, U_*

The determination of these matrices constitute one of the major computations in the

computer program.

Next, the nonlinear measurement equation must also be written as the first order

Taylor Series expansion relative to X*. Then,

z = H(t) x + v (A-5)

where

A-4
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I Dfz = Z-Z*

I and the (m x n) matrix H(t) is composed of partial derivatives.

I H(t) = valuated with X* U*.
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This matrix will also play an important role.

ASSUMPTION 3

Nominal values for the state X_* and control U_.*must exist that permit (A-l) and

(A-2) to be described by the linear perturbation Equations (A-4) and (A-5).

These three assumptions are fundamental to the entire study. The validity of the

third is certainly of paramount importance in all of the conclusions that derive from

these computer programs.

One additional aspect of the problem should be noted. At this point, it is possible to

formulate the estimation_ and control problems relative to either a time-continuous or

a time-discrete model. The time-continuous version would be natural since the plant

is described by differential equations. Several reasons led to the use of a primarily

time-discrete model. (The low-thrust phase belies this statement to a certain extent,

but this exception will be dealt with in Section VI. ) The principal reasons for using the

time-discrete model are the following.

le

2.

.

Measurement data are usually available only at discrete times

The control is determined with the aid of a digital computer, so

it is changed only at discrete times

In the time-continuous case, the w and v are assumed to be white noise

processes. But such processes are physically unrealizable and as such

seem to be unnecessarily restrictive.

I

I

I

Because the time-discrete formulation is utilized, (A-4) must be reduced to a difference

equation. This is accomplished using well-established techniques involving the state-

transition matrix, _k,k-l' to yield

x k = !k,k_lKk_l + Fk,k_lUk_ 1 + Wk_ 1 (A-6)
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Acknowh:dging the discrete nature of the measurement data, (A-5) can be restated as

z k = Hk_ k +v k (A-7)

The character of the noise sequences w k and v k can now be made more explicit. The
noise is assumed to be uncorrelated from one sampling time to the next;

furthermore, the plant noise will not be correlated with the measurement noise. The

statistics of the plant noise are established from physical considerations and can be

assumed to arise from control system errors, uncertainties in the physical model

(e. g., radiation pressure), errors arising from computational inaccuracies, etc.
The statistics of the measurement noise are determined from the characteristics of

the measurement devices.

2.2 THE GUIDANCE AND NAVIGATION PROBLEMS AND THEIR SOLUTION

In this study, the performance of the guidance and navigation systems is assessed

relative to the linear systems (A-6) and (A-7). To navigate, an estimate Xk of the state

perturbation x k is obtained so the estimate of the state X k is given as

A

X k = X_ + _k

The guidance problem entails the determination of the control perturbation u k so the
actual control is

U k = U_+u k

The problem of estimating the state perturbation as considered here can be stated in

the following manner.

NAVIGATION PROBLEM: Determine the estimate _k of the state perturbation x,. as

that function of all past and current measurement data, denoted* as z , that minimizes

the mean-square error

T ^
E[(_k-Xk) (Xk-Xk) ]

The solution of this problem is well-known and is discussed next.

* The superscript k is used to denote the collection Zo, z 1, ..., z k

A-6
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The guidance problem is posed in terms of determining the control perturbation uk.

The nominal control policy U* is generally established under the requirement that

certain terminal conditions be satisfied exactly. This is reasonable since the prob-

lem of establishing the nominal trajectory is deterministic in nature. However, the

actual trajectory contains stochastic effects so it does not appear entirely desirable

to require the vehicle to satisfy these constraints exactly. Instead, it could be con-

sidered more practical to minimize the deviation in some sense and thereby require

only that the vehicle be in a neighborhood of the target. This aspect is further

emphasized because terminal control laws generally tend to become unstable as the

terminal time is approached and some rather violent maneuvers could be commanded.

Thus, the primary guidance problem is stated in the following manner.

GUIDANCE PROBLEM: Choose the controlperturbationuk as a function of the measure-
ment data so that the expected value of the performance index

N TX T U

V N = Z (x iw_ x i + ui_iWi_lUi_ I) (A-8)
i=1

_Z II

is minimized. The non-negative definite, symmetric matrices VCi" and W__ 1 are
arbitrary and can be selected to limit the amount of control and/or state perturbation

along the trajectory.

The solution of this guidance problem is well-known and is stated in the next

section. The control policy that results is referred to as Lambda Matrix Control.

When the nominal control policy is optimal in some well-defined sense, the pertur-

bation control can be selected so that the actual control (i. e., U* + u) is optimal in

the same sense. The control policy resulting fromthis criterion has been referred

to as Neighboring Optimal Control and is considered in the low-thrust program. The

Lambda Matrix Control policy is also included in this program so that the effective-

ness of the two can be compared directly.

It has been shown that the solution of the stochastic linear control problem with the

quadratic performance index (A-8) is described in the following manner.

SEPARATION PRINCIPLE: For the model described by Equations (A-6), (A-7), and

(A-8), the optimal stochastic control law is described by

where:

u k = - A _ ^ (A-9)k+l k+l, k-_

A-7



Theform of the guidancelaw as given by (A-9) and the precise definition

of the hk+ 1 can be obtained by considering the related deterministic
control. That is, suppose that the plant is described by

X k = _k,k_iXk_l +Fk,k- 1 Uk_ I

.

I

I

I

and that the state is measured exactly n

z k =_ x k. m
Then, choose the control to minimize (A-9) without stochastic considera- U

tions. The guidance law for this problem involves x k directly. As

indicated by (A-9), the stochastic control problem is obtained by replacing n

x k with the mean-square estimate _k" The equations defining the Ak+ 1 I

will be stated in Section 2.3.

A

The mean-square estimate -_k for a system containing control is obtained

by treating the Fk,k_ 1 -_k-1 as a known function. The control terms then
enter in a trivial manner. The general filter equations are stated in
Section 2.3.

Then, under the assumption that the linear model is valid, the navigation and guidance

is achieved in an optimal manner insofar as the stated performance indices are

concerned.

2.3 THE GENERAL STRUCTURE OF THE MATHEMATICAL MODEL

The discussion of the preceding sections has covered the salient features involved in

the performance assessment of the guidance and navigation system of space vehicles.

In this section, the general structure of the mathematical model for the free-fall,

re-entry, and low-thrust programs will be made more precise. The character of

the boost programs is less sophisticated than these programs and is discussed in

Section III.

The structure can be exhibited by considering three aspects of the performance assess-

ment problem. These are:

Mission and control policy specification and nominal trajectory generation.

Specification of the sensor configuration.

Performance assessment based on linear techniques.

.

2.

3.

The specification of the mission essentially establishes the program that must be

used for the performance assessment (i.e., boost, free-fall, re-entry, or low-thrust).

A-8
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The basic control policy that is utilized is defined by the choice of mission. These

policies are discussed in more detail in Sections HI through VI. For each mission

phase the following computations relating to the determination of the nominal as

required by Assumption 3 are performed.

1. Based on the nonlinear equations of motion

= f

a nominal control functionU*(t), t o _ t < t N, must be determined that will
produce a nominal trajectory with prespecified characteristics. For

example, for the free-fall phase, the vehicle may be required to arrive

at some position relative to a planet at a specific time. A more stringent

requirement might be imposed on a re-entry vehicle. For example, it

might be required to arrive at a desired position with a given velocity

and, moreover, would not be permitted to violate heating and decelera-

tion constraints along the trajectory.

. After the nominal trajectory is established, the matrices associated with

the linear systems (A-4) can be computed (i. e., the F(t) and G(t) matrices).

These matrices are entirely determined by the nominal trajectory. Then

the differential equation must be solved and rewritten as a difference

equation. This requires the calculation of the state-transition matrix

_k,k-1 and the control gain matrix rk, k-l"

As stated in Item B, the sensor configuration must be defined. This defines the

quantities that are to be measured and leads to the following computations.

. The nature of the sensor defines the relation h of Equation (A-2). Basedon

the nominal trajectory data and the sampling schedule, the nominal
measurement values

can be determined.

. The observation matrix H of (A-7) is determined from the sensor characteris-

tics and is evaluated using the nominal values of the state. The sensors
are discussed further in Section 2.4.

After the tasks implied by Items A and B have been completed, the performance assess-

ment can proceed. This is accomplished through the application of linear guidance

and navigation techniques.

For this study, the assessment has involved two types of calculations. The first

type, a linear variance analysis, involves the calculation of the statistics --in terms

of covariances- of the trajectory perturbations, and of the errors in the estimated

(via the simulated navigation method} state.
A-9



A linear variance analysis would be adequate if the linear system were an exact des-

cription of the perturbations. Since it is only approximate, actual trajectories are
simulated. This simulation utilizes noise generators to simulate the plant and

measurement noise and provides the capability of a complete Monte Carlo simulation.

The calculation of an actual simulated trajectory requires the following calculations.

A-10

J.e

o.

o-

o

The initial conditions for the actual trajectory are established using a gaussian

random number generator according to the a priori statistics defined

for x o. Generally, the mean value of X o is the initial condition of the

nominal trajectory X* so that the expected value of the perturbation x o
is zero. The covarianee of the perturbation is denoted as the non-

negative-definite, symmetric matrix M o.

The nonlinear equations of motion are used to compute the actual trajectory.
The control is established as the sum of the nominal control U* and the

perturbation u determined from the linear perturbation equations. The
calculation and utilization of u results in a stochastic feedback control sys-

tem. The determination of the control perturbation u is an integral part

of the overall performance assessment.

At each sampling time (i. e., at times that new measurement data are

available), measurements based on the actual trajectory are determined.

These measurement data include the noise values v which are obtained
m

from a gaussian random number generator with prescribed statistics.

The measurements processed by the linear filter are obtained by dif-

ferencing the nominal and actual values

z k = h(Xk) - h(X_ + v k

Note that the linear analysis assumes that

h_(Xk) - h(X_:) = HkX_k.

The state perturbation is estimated from the Kalman filter equations

using these data. In general, the estimate _k is given by

_k -- _-i¢+Kk% - _i¢) (A-_O)

where

_k = _k,k-1 _k-1 + fk-1

, T
Pk = Ik,k-lPk-1}k,k-1 + Qk-1

Pk = Pk KkHkPI_

I
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The R k and Qk-1 are the covariance matrices associated with measurement
and plant noises, respectively.

The fk-1 is treated in two different ways in the programs. In the re-entry

performance assessment program, the f k 1 represents the control effects
(i. e., Fk,k_l_U_k_l), whereas in the low--th_st performance assessment

program, the fk-1 represents the acceleration measured by the inertial
measurement unit (hereafter denoted as the IMU). These aspects are

discussed in greater depth in Sections V and VI.

The -_t¢ represents the estimate of the state perturbation at t k based on the
data zk-1. This prediction is computed in a slightly different manner in

the low-thrust performance assessment program. See Section VI for
additional details.

One aspect relative to the treatment of data from several instruments

should be considered. If at a sampling time several instruments provide

a total of m measurements, the observation matrix Hk would have an

overall dimension of m x n. The matrix [H_P_H_+_____Rk] would then have
dimension (m x m). This matrix must be inverted so if m is large, a

numerical problem of significant importance is engendered. Fortunately,

this problem can be circumvented because the data from each particular

instrument can be processed independently of the data from any other

instrument. The maximum dimension of H for any single instrument

considered in this study (i. e., the radar) is (4 x n), so only a 4 x 4
matrix has to be inverted. The matrix could be reduced to a scalar

except that this wouldnotpermit correlation at a specified time between the

measurements from the single instrument.

The matrix Pk represents the covariance of the error in the estimate,
and as such, provides the basic statistical measure of the adequacy of the

navigation system. This matrix is (n x n) where n represents the dimen-

sion of the state vector. Since n is at least equal to six, it is not entirely

satisfactory to examine the individual elements of the P. to establish the
behavior of the navigation system. Instead, the axes of_he associated

error ellipsoids are determined and used as the basic measure.

The control perturbation is determined from the estimate _k"
stated in Section 2.2, the control is

Uk =- Ak+l }k+l, k-_k

As was

(A-I1)
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The control matrix hk+1 that results fro m the minimization of (2.4) is

__..T + U - I.T
Ak+l (lk+l,k ii_+ 1 Fk+l,k Wk_l ) 1 k+l,k II_¢+1

, = _T +W_k +[Ik+l k+2, k+l [Ik+2 _k+2, k+l 1

Ilk+ 1 = II_+ 1 - [I_+ 1Fk+l, k Ak+l

The similarity between the control equations and the Kalman filter equa-

tions has been referred to as a "Duality Principle.,

The matrix [IN_ k is the dual of the error covariance matrix Pk for an N-

stage control policy. It provides one of the important measures of the

behavior of the control system. However, the primary consideration of

the evaluation of the linear guidance law resides in its ability to satis-

factorily meet the original constraints imposed upon the trajectory in the

specification of the mission. Since the deviation from the nominal is the

basic criterion for evaluating the performance of the guidance system,

the covariance of this deviation is computed from

Mk=Df E[ Xk y_'J

T T

= }k,k-] (I- Fk, k_1 Ak)(Mk. I- Pk_l)(l - r'k,k_ 1 Ak) ik,k-i

_T +
+ _k,k-1 Pk-1 k,k-1 Qk-1

Thus, the Pk and Mk provide the basic statistical measures of the

performance of the navigation and guidance systems.

As mentioned earlier, the low-thrust performance assessment program

contains the capability of using a linear control law in addition to the

Lambda Matrix controller described above. The Neighboring Optimal

Control law is discussed in Section VI.

This completes the general description of the mathematical model and the structure of

the computer programs. Specific details for each mission phase are given in Sections

III through VI regarding the equations of motion, nominal control policy, and the linear
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guidance and navigation equations. The sensors are discussed in Section 2.4 since

they are to a major extent phase-independent.

2.4 SENSORS

The sensors that have been included in the performance assessment programs are

discussed in this section. Many of the other details (e. g., the equations of motion)

are phase-dependent but this is not particularly true of the sensors that provide naviga-

tional data. The sensors are separated into two major classes. The acceleration-

related measurements obtained from an inertial measuring unit (IMU) constitute one
class and all other sensors form the second class. These sensors are referred to as

electromagnetic sensors or, occasionally, as aiding instruments. The distinction
arises because of the differences between the manner in which the sensors enter the

linear model. The electromagnetic sensors enter in the most direct way and are
considered first.

In this section every sensor that is simulated in any of the programs is described.

Each program uses a subset of the sensors described here. For example, the free-fall

performance assessment program does not directly include the IMU since there is no

nongravitational acceleration to be measured.

2.4. 1 ELECTROMAGNETIC SENSORS

The following electromagnetic sensors can be simulated.

I. Space sextant: measures the angle between a prescribed star and the

limb or center of a planet.

2. Horizon sensor: measures the angle subtended by a planet and the

direction of the local vertical.

3. Planet tracker: measures the direction from the spacecraft to the

center of a distant planet.

4. Ground tracking: measures the range, range rate, and direction of

the spacecraft relative to the tracker. The capabilityof simulating

three trackers simultaneously is included.

5. Radio altimeter: measures the radial distance and radial speed from a near
planet.

These instruments are described by establishing the relationship between the measured

quantities and the state. Once this relationh is defined, the observation matrix is

determined as the partial derivatives of h with respect to X. These derivatives are

evaluated with nominal values of the state at each sampling time to establish H k. The
measured quantities are defined below. The observation matrices are stated there-
after.
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Space Sextant I

This inet:cument measures the angle be_veen a sta_- and the edge of a planet. The

equatiolLs expressing these measurements are I
:1 S

9pb(tk) = cos Is(tk)- epb(tk)] - _ Sflpb(tk)

where _

epb(tk ) =- Rpb(tk) __ x2

flSb(tk _ -1 rb f "-_-- -_//J : I
-- sin Rpb(tk ) v,,,o,, Jr _/_.._._a,_ .... _,

X l

Rpb(tk) = R (tk) - Rbc(tk) R = 0 Figure A-1. Space Sextant I
-- --bb Measurement Geometry

r b = radius of reference body b Df BODY I

Rbc(tk) - position of reference body b with respect to central body c

and the unit vector from the vehicle to the star is I

[Sjl 1 [ c°saj c°s 5J 1 I

sj(tk) = _sj2 _ = _ sin_j co_ 5j_ I

Ls.3/ L 6. /] J ] a

The c_. and 5. define the right ascension and declimation of the star. I
] ]

The star that is used at a particular sampling time can be specified arbitrarily or it

can be selected to minimize the mean-square error in a prescribed quantity. The

optimal star selection option will not be discussed here.

Horizon Sensor

This instrument provides information about three angles.
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Local elevation angle:

-1 X3 (tk)

ot - - sin l_R (tk)'l

Local azimuth angle:

• -1 x2(tk)
{_ -----Sln

EXi2 (tk) +

Half-subtended angle:

fib -- sin-1 lR r_
(tk)l

X2 2 (t k) 11/2

I

I

_ Vehicle

// I J

J

i j

X

Figure A-2. Horizon Sensor Geometry

of Angular Measurements

Planet Tracker

The horizon sensor equations can be reinterpreted as equations for a planet tracker

if the information about the subtended angle is ignored.

Ground Tracking

Range, range rate, and angular information is provided according to the following

equations.

The range and range rate vector equations are given by

Pi(tk) = __R(t_ - riT(tk) + R_o(Tk)

_Pi(tk) = V_(tk) - _riT(tk) +R_o(T k)

i = 1,2,3

where

_ = _TR (tk)Df iX 1(tk)' X2 (tk)' X3 (tk)

Vehicle

Figure A-3. Range Vector Relationships

ix ;Wand V(tk) = [X4(tk), X5(tk), X6(tk)

R_o(Tk) and _R_o(Tk) are the position and velocity of the_ th planet with respect to the

Earth (in equatorial coordinates) obtained from an ephemeris at each epoch time

T k _ t k.
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and

qT (tk)_
XiT{t_ I

YiT (tk) ----

_Z;.T(tk)

- w YiT (tk) 1
u) Xiw (tk)

0

riT cos e_. cosi (_i

riT cos _i sin (ei

riT sin _i

+_k )

+ COrk)

are the tracker position and velocity in an Earth-centered system, see Figure A-4.

Vehlole

(rlT, 0 t. "('l)

%, ,;;, ,;p

(X 1, x20 x a)

(XIT' YIT' ZtT)

('Alp, Tip, Zip)

Earth fixed tracker coordinate system

Earth fixed azlmuth-elevation tracker coordinate system'

Non-rotating right-handed planet centered equatorial

eoordl.nte system with X l along the vernal equinox of
1950

Non-r.tating rlght-handed Earth centered tracker

coordinate system parallel to the (Xl. }:2, X 3) system

Non-ro_tlng rlKht-hsnded tracker centered eoord_natv

system p_rallel to the0_l, X,), X3) system

Figure A-4o Definition of Tracker Coordinate Systems
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Defining the vehicle, with respect to tracker location, position vector as

IXip(tk)1
J_i(tk)_DrYip(t_

Zip(tk)

Then the range and range rate from the trackers are given by

_i = EX_p+ y2 + z2lp ip
T

;_i- Pi

]1/2

and elevation and azimuth angle of probe with respect to the tracker are

T

_. _-sin-I IriTp-i] _90o <$.<90 o

l [riT PiJ l

where

cos- 1 | ip

O. = LPiC°S $i J 0 _O. _360 °

1 sin" -1 [ Y}P]pi cos O.1 1

x ! "1

'°]1!

Yip

sin coi cos (0 i + COrk) sin cDi sin (@i + cork) - cos cDi

-sin (9 i + cork) cos (9 i + u_tk) 0
l I xip

Yip

Zip
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Radio Altimeter

This instrument measures the radial altitude h and radial speed _ of file spacecraft

relative to a planet.

h=R-r
0

R'I_

R

where R and R are the position and velocity of the spacecraft relative to the planet and

r is the radius of the body.
O

All of these instruments can be subject to two different types of error sources: bias

errors and random errors (i. e., errors that are uncorrelated between samples). The

bias errors are considered to be constant during the interval of interest. Whenever

they are present, these parameters are included as additional state variables. This

leads to a state vector having an increased dimension and results, in the

computation of estimates of the bias errors.

2.4.2 Observation Matrices for Electromagnetic Sensors

In this section, the observation matrices Hk for the electromagnetic sensors, are

stated. The elements of these matrices are determined in a straightforward manner

from the defining relations given in Paragraph 2.4.1. Refer to that section for definitions

of the quantities appearing below.

I

I

I

I

I

I
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Space Sextant

The space sextant provides the measurement of the angle 0pb between a star and the
limb or center of a planet. Thus, the H k for this device has the dimension (lx6).

Since the angle does not depend upon the velocity,* the partial derivatives involving

*It is presumed here that the small, but possibly important, angular shift due to I
abberation is compensated in the sextant mechanization. The compensation angle,

0_b - 0pb 1 may be computed from

(1 - _fl- fl2)eosOpb +/3 I
O'

pb 0pb sin -1 " 0'- = sm pb
1 + fl cos 0_b

2 2 2 I
fl = (X4 + X 5 + X6)1/2/C

C = speed of light in vacuo

0' = angle defined in Figure A-I, uncompensated for relativistic effects.
pb

The compensation angle would be almost 0. 7 arc-minutes for a vehicle speed of

40 miles/see. Errors in compensation due to velocity errors, however, would be

second order.
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velocity are identicaiiy zero.

hn(tk) =

h12(tk) =

h13(tk) =

1
tcos{%_Sb%)t

1 [c°s{ S pb (tk)}A

1A [cos { _SflpSb(tk )}

The remaining elements are found to be

sjl (tk) - cos { 0pb(tk) t epbl(tk)]

sj2(tk) - cos {0pb(tk) } epb2(tk) ]

sj3(tk) - cos { epb(tk) } epb3(tk) ]

where hli(tk) = 00Pb

aX i

and A = Rpb(tk) cos {_tSflpSb(tk) }
S

sin {epb(tk) + _tSflpb(tk) }

The partial derivatives are evaluated with nominal values of the state.

Horizon Sensor

The horizon sensor is assumed to provide three angles _,5 flH, so the Hk has the

dimension (3x6). The velocity partials are identically zero so the nontrivial portion of

the observation matrix has the dimension (3x3). It follows from the relations of

Paragraph 2.4. 1 that

hll h12 h13

h21 h22 h23

h31 h32 h33

Df

5_ ba b_

bX 1 6X 2 bX 3

55 55 55

5X 1 5X 2 5X 3

5X 1 5X 2 bX 3

-sinc_ cos5

Rpb (t k)

2
- sin 5

Xpb2 (t k )

-Xpbl(tk) tan flH

R_b (t k)

sin a sin 5

apb (tk)

2
qos 5

Xpb 1 (t k)

-Xpb2(tk) tan flH

R 2
pb (tk)

-Xpb2(t k)

R_b (tk) sin 5

-Xpb3(tk) tan flH

R 2
pb (tk)
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where

r b

tan flH = _// R 2 2
pb (tk) - rb

Nominal values of the state are used to evaluate these partials.

C,round Tracking

The ground trackers measure the range Pi and range rate Pi of the vehicle and its

elevation _i and azimuth _i angles. This leads to a basic observation matrix that is

(4x6). The H k for each of the three trackers has the form

HiT 1 Df=

where

5P i 5P i 5P i

5X 1 5X 2 5X 3

0 0 0

5bi 5b_ 5bi 5_i 5_i 5bi

5X I 5X 2 5X3 5X 4 5X 5 5X6

5,i " 5,. 5,.

5X 1 5X 2 5X 3

1 1

_x-_ %

5P i

5X 1

0 0 0

0 0 0

5P i

5X 5

5hi
5X

6

= Xip(tk)

Pi(tk )

Pt(tk )

= Zip(tk)

Pi(tk )

i = 1,2,3
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_bi

5X 1

5X 2

_X 3

1

Pi(tk )

l

Pi(tk)

1

Pi(tk )

Xip(tk)- _i(tk)

&'ip(tk) - _Si(tk)

Zip(tk) - 15i(tk)

_XlJ

_P__ki]5X 2

5X 3 J

1

5X 1

1

COS _/.
1

X X
tT _h2

- sin 4.
2 t

riTPi Pi ]
1 1

, y.
_/i______T_ ___ sin _.

riTP i Pi 2 t

1

5X 3

1 [ ZiT ZiP- sin

cos _i [ riTPi pi 2 i

5vl.
1 1

8X 1 x".tp
[ y.n (SOl _ _sin+i_ (b+i_ ]sin (0 i + wtk) + t...XP_

Pi \bXl/ - Yip \CO-_i / \3Xl/

i 1

5X 2 x.ntp
[ y.n ) (sin+i_ (5_i_ ]-cos (Oi ++tk> + pt-_--i _2 -y_; \_s°s'_i/ \5X2/

--+Xa = x."tp Pi \ 5X3] - y]p \c--o_s_.t \5-X3 ]j

In addition to these partial deviatives tracker location errors and bias errors are

included. Each tracker location is described by the vector components XiT, YiT,

ZIT. In order to include these constant errors, an observation matrix relating errors
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in the measured quantities Pi, Pi, *_, Hi to the tracker errors must be established.

The bias errors are assumed to enter additively so the observation matrix for the
tracker errors is defined as

Df

HiT 2 =

bpi bpi 5pi 1 0 0 0

bXiT 5YiT bZiT

bXiT 5YiT bZiT

_i _i _i

bXiT 5YiT 5ZiT

0 1 0 0

0 0 i 0

5XiT bYiT bZiT 0 0 0 1

i = 1,2,3

bP i 5P i

5X 1 bXiT

5P i bP i

5X 2 bYiT

bpi bp.1

5X 3 bZiT

bXiT

5YiT
.{-

¢_Y.
___AP_

Pi

u)X.
___22_

Pi
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5ZiT 5X 3

ix ]= 1 ip _ XiT sin _.

5XiT cos _i riTPi riT 2 i
5X 1

[" }
5 _i 1 _ YiT

= 2 sin _i
bYiT cos _i riTPi riT

_i i [zip ziT
= [ 2 sin _i

5ZiT cos _i riTPi riT

5_i5X
3

5XiT x." _[ -sin (0 i+ootk) - X2 y2 +
Pi

lp iT + iT

5T1. [ AXiTbYiT - x"_ cos (0 i+¢otk) + X2 +Y2 + p.
lp iT iT 1

5_i 1

bZiT x_'Ip

" [sin _i._(5Pi h y.

5Xid Yip \c--_s_i/\_X_iT/J

SPi _y.n (sin'i_(b' i _]

whereA =XipCOS (Oi + ¢otk) + Yip sin (0 i + ¢Otk)

All of these terms are evaluated with the nominal values of the state and tracker

locations.

Radio Altimeter

The radio altimeter is assumed to provide measurements of the radial altitude r and

radial speed r so the Hk is (2x6)

A-23



H Df
k

br 5r 3r

bX 1 5X 2 5X 3

0 0

b_ b_ b_ b_ b_

5X 1 5X 2 5X 3 5X 4 5X 5

0

5X
6

X
br br lk

5X 1 X 4 R k

5r 5_ X2k

5X 2 5X 5 R_

5r 5b X3k

5X 3 5X 6 R k

5_ 1 [ _ Xlk ]

5X 1 - Rk [ X4k 9k R k ]
/

_x_ _ xsk Rk

_ i I -_kx3--_15X 3 R k X6 k Rk

This completes the quantitative description of the electromagnetic sensors.

2.4.3 INERTIAL MEASUREMENT UNIT (IMU)

It was possible in the case of the electromagnetic sensors to establish an algebraic

relation between the measured quantities and the state directly from physical consid-

erations. The accelerometers measure nongravitational acceleration so it is some-

what more difficult to establish the relation to the state in a form compatible with the

navigation model. Two distinctly different formulations have been developed. For the

Re-entry Performance Assessment Program the IMU has been formulated so that these

data are treated in an identical manner to the electromagnetic sensors. That is, the
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IMU data enters the filter equation as components of the measurement perturbation

vector z. This formulation appears to be unique to this program. An approach that

has appeared in other investigations involves the introduction of the IMU data as forcing

terms in the plant equation. This formulation results in the requirement that an aiding

instrument (i. e., an electromagnetic sensors} must be present in order for any

filtering to be accomplished. These two formulations are described below.

The output of an aceelerometer is actually the integral of the nongravitational accelera-

tion and these data are available at discrete times (the interval between times is gen-

erally small}. For the moment neglect errors that exist in the measurements. It can

be shown, using the general solution of (A-4) that the difference between the actual and

nominal IMU outputs is approximately described by

where

Also,

where

and

In addition

where

and

Ak_ 1

_k = _k-Xk + gk + nk
t

aJk aak - 1 _k- 1, k + j,k F(t) _(t, tk)dt

tic- 1

_k = Kk-1 + Tk-1 Uk-1

(A-la

Yk- 1 = Ak- 1 + rtk G (t}dt

tk- 1

t k t

-- -aJk_l _k_l, kFk, k_l+_ F(t) _ _(t,T) G(T)d_dt

tk- 1 tk

- _k-1 + ilk-1 Wk-1

ilk- 1 = Ck- 1 + (tk - tk- 1}I

t k t k t

Ck_l =-aJk_ 1 _k,k_lf _(tk, tk_l)dt+ _ F(t}f _(t,_}dTdt

tk- 1 tk- 1 tk

The _ak involves the known guidance commands, so it is a deterministic quantity. The

vl k is a function of the plant noise, so it is a random variable. The -_k is described by
a linear difference equation, and this three-dimensional vector can be treated as addi-

tional state variables. Thus, when the IMU is included, the state vector has at least
nine components.

A -25



The matrix aJk provides the observation matrix for the IMU model. It is the equivalent
for this instrument of the matrix Hk that arises in deriving the linear model for the
electromagnetic sensors.

The model for theIMU data is completed by considering the error sources. Primarily,
the measurement inaccuracies are believed to arise from instrument imperfections that
changevery slowly and are usually considered to be constant. These errors are
causedby such things as initial platform misalignment, gyro drift, accelerometer
bias, etc. Theseerrors dependuponthe mission phase andconsequentlywill not
be discussedhere. The error model is discussed again in SectionsIII, V, and VI.

Other errors that arise can be considered to be uncorrelated betweensampling times.
Theseerrors are generally insignificant compared to the constant errors. The model
for the IMU,whentreated directly as measurement data,can be seen to be described by

t
Zk = Sk- °'k+ [[kB(t)dt]_+v k

t
O

t k
and random errors. The matrix _, B(t) dt relatesThe E and V k represent the constant

the constan_ error sources to the resultant errors in the integrated accei°eration._ This

matrix is discussed below. The specific application of this model to the re-entry

problem is described in Section VI.

Another formulation is possible if the IMU output is treated as nongravitational accel-

eration rather than as its integral. Assume that the control term G(t)u and the noise

w appearing in (A-4) represent the linear approximation of the nongravitational
acceleration. The output of the accelerometer (after subtracting the nominal values)

including errors is then

__(t) = G (t)u + w + B (t)E_ + v

Using this relation, (A-4) can be rewritten as

__ - F(t) + ._(t)- B(t)E_- v _A-13)

The __ is the known output of the IMU. Since £ is a constant vector, it can be treated

as additional state variables. Thus (A-13) assumes the desired form for the plant. It
can then be rewritten as a difference equation. In order to estimate the state using

the Kalman filter it is imperative that electromagnetic sensor data be available. This

formulation is utilized in the low-thrust performance assessment program and is

discussed again in Section VI.
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In either formulation it is important to note that the constant error sources are included

as additional state variables. Thus, it becomes important to restrict attention only to

the more important effects in order to prevent the dimension of the state vector from

becoming too large. Thus, the error model described in Sections V and VI is consid-

erably simpler than the model used in the Boost program.

2.5 MISCELLANEOUS REMARKS

The general description of the structure underlying the mathematical model for the

individual performance assessment programs is essentially complete. The remaining

aspects are specialized to the requirements of the mission phases and are covered

in the remaining sections. Before proceeding to the specialized discussion a few

additional remarks appear to be in order.

The trajectory calculations described for the free-fall, re-entry, and low-thrust

missions are not based upon the most general possible equations of motion. For

example, the planets, including Earth, are assumed to be spherical with a spherical

gravity potential. In the free-fall and low-thrust programs only one attracting body is

considered to act on the spacecraft at a particular time. In the re-entry program the

atmospheric density is described by a single exponential function.

The approximations used to describe the equations of motion should not significantly

degrade the validity of the results from the linear analysis of the guidance and naviga-

tion systems. Most of the simplifications omit second-order effects and would, there-

fore, not have a strong influence.

The discussion in the remaining sections is restricted to the major aspects of the

particular phase. The reader is directed to Volume II, Parts 1 through 11 of thefinal

report for more detailed discussions of the programs.

The analysis of a mission entails two principal steps. First, a nominal trajectory

must be generated and then, using this trajectory, the performance assessment pro-

gram must be exercised. Implicit in the generation of the nominal trajectory is the

prespecification of the mission constraints and objectives.
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SECTION III

PERFORMANCEASSESSMENTOF ALL-INERTIAL BOOSTAND
RE- ENTRY GUIDANCESYSTEMS

Methods for the performance assessment of all-inertial guidance systems as they are
used in poweredflight phases andduring atmospheric entry are described in this sec-
tion. Thetechniquesfor establishing nominal trajectories during powered flight are
described in Paragraph 3. 1. For the determination of appropriate re-entry trajectories
the reader is referred to Paragraph 5. 1. The IMU error models are described in
Paragraph 3.2, andthe mathematical techniques for the evaluation of the guidance
systems are presented in Paragraph 3.3.

This part of the mathematical model is, to a certain extent, outside the general
framework inasmuchas it represents an nopen-loop_ analysis which considers the
navigation function of the system alone anddoes not include the errors introduced by
the guidance andcontrol loop. This is the conventional approachto the performance
assessmentof all-inertial guidancesystems.

3.1 NOMINAL POWERED FLIGHT TRAJECTORY

Inertial instrument errors can be mathematically represented as a power series expan-

sion of the nongravitational acceleration and, in the case of strapdown systems,

angular body rates. Within a first-order analysis, nominal values of the thrust accel-

erations and angular body rates can be used. It is, therefore, necessary to generate

these nominal trajectory data first.

3. i.1 COORDINATE SYSTEMS

Most coordinate systems are right-handed cartesian coordinate systems with the right-

hand convention for positive rotations. Exceptions will be noted.

3. 1. 1.1 Inertial Coordinate Systems

3.1.1. 1. 1 PCI Coordinates (X, Y, Z). The reference coordinate system is a planet-

centered, inertial (PCI), cartesian coordinate system (X, Y, Z), oriented with the X-Y

plane coincident with the planets equatorial plane, the Z-axis along the planet's posi-

tive axis of rotation. A reference launch point is automatically defined in the X-Z

plane by inputs of launch point geographic coordinates. All forces, acceleration,

velocities, positions, and reference trajectory planes are ultimately defined as vector

componenents in this coordinate system.

3.1.1.1.2 Launch Level Coordinates (PIOL_A0,___R00). The initial orientation of the
reference body axes is defined by the inertial cartesian coordinate system (PI0, YA0,

R00 ). The orientation of this coordinate system, with respect to the PCI system, is

defined by input of the geographic coordinates of the launch point and the figure of the
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reference planet. The R00 axis is directed outward from the reference planet, along

the direction of launch local vertical, the PI0-YA0 plane is parallel to the local level

plane at the launch site. -YA0 is oriented in the direction defined by the input azimuth,

Cp, measured positively in an eastward direction from true North. This inertial coor-

dinate system is used as a reference for the gimbal angles o_1, o_2, and _3 which

describe the time-varying orientation of the missile body fixed axes (PI' YA' R0)"

3.1. 1. 1.3 Veloci W Profile Steering Coordinates (P, Q_ R). The desired velocity pro-

file of velocity profile guidance is defined in the (P, Q, R) inertial coordinate system.

The (P, Q, R) coordinate system is geometrically related to the (PI0, YA0, R00) coor-

dinate system by a positive rotation, _cc, about the PI0 axis. _cc is normally selected
to align the R axis along an average thrust direction.

3.1. 1.2 Noninertial Coordinate System

3.1.1.2.1 Geagraphic Coordinates. A reference launch point is defined by the input

coordinates of geodetic or geographic latitude (XL) , the geographic longitude (XL) ,

the equatorial radius (ae), ellipticity of the reference spheroid, (_); geoidal altitude

(HL), and launch point geoidal separation (NL). The local vertical at the launch site
and the launch level plane are defined by additional inputs of the astronomic latitude

and longitude (k LA,/ZLA), which account for local deflections of the vertical.

The sign convention for latitude and longitude is that North latitudes and East longitudes

are positive. The geographic coordinate system is clearly not a cartesian coordinate

system, but rather one that conforms to conventional planet-fixed geographic coordin-

ates currently employed in Earth-mapping procedures.

3.1.1. 2.2 P__IY__A,_R_R0)Coordinates. The time-varying missile body attitude is

defined by a reference missile body-fixed coordinate system (PI, YA, R0), and is

employed to conveniently resolve missile aerodynamic and thrust forces. The initial

orientation is coincident with the (PI0, YA0, R00) coordinate system, and its orienta-
tion at other times is specified by the time history of the missile body angular rates

¢°pi, ¢°yA, ¢OR0.

3.1.1.2.3 Gimbal Angle Coordinates (_1,__2___3). An alternate representation of the

missile time-varying body axis orientation in inertial space is given by the three Euler

angles, _1, _2, and c_3 which are gimbal angles in a roll, yaw, and pitch order. These

Euler angles are initially referenced to the (PI0, YA0, R00) coordinate system and are

calculated by a trigonometric resolution of angles between the unit coordinate vectors

of the (PI' YA' R0) and (PI0' YA0' R00) coordinate systems.

3. 1. 1.2.4 Trajectory Plane Coordinates (Ur, Uv, Uw). An instantaneous trajectory

plane coordinate system is defined by an input_ unit vector Uwj, which is normal to a
desired trajectory plane, oriented so that Ur, the unit instantaneous position vector,
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andU-"v = _wj x U'-r form the right-handed triad O:--r, U'v, _wj). The required velocity,

(VREQ), is defined in this coordinate system for both modes of explicit guidance and
for trim steering guidance. The index j refers to a particular guidance mode.

3.1.1.2.5 Planet-fixed Cylindrical Coordinates (r, 0, z}. The program has the

option of inputting aim point coordinates in either the reference PCI coordinate system

or in planet-fixed cylindrical coordinates (r, 0, z). The z-axis is parallel to the Z-

axis of the PCI system, r is normal to Z and _ is the angle measured in a positive

sense about z from the meridian plane containing the missile at t = 0. Components of

the aim point in this coordinate system at t = 0 are j-dependent and are designated by

(Clj, C2j, C3j)"

3.1. 2 ENVIRONMENTAL MODELS

3. 1.2.1 Figure of Planets

A reference surface, corresponding to the physical surface of the planet, is defined as

an oblate spheroid by inputs of equatorial radius, ellipticity and stellar angular rate.

The figure is oriented with the Z-axis of the PCI coordinate along the reference axis

of rotation.

3. 1.2.2 Gravitational Potential

The gravitational potential of the reference planet is defined by a series representation

in Legendre polynomials including the zero," second, third, and fourth harmonics.

The gradient of this potential function defines the gravitational forces in the PCI coor-

dinate system. Input parameters are GM, the universal gravitational constant times

the mass of the planet; the second, third, and fourth harmonics in the conventional J,

H, and D form; and the position vector PCI components.

3. 1.2. 3 Planetary Atmosphere

The atmosphere of a planet is assumed to be affixed to the planet, rotating with the

planet's inertial angular rate. The atmosphere is defined to exist between the planet's

surface and an input altitude above which atmospheric properties are considered to

have insignificant affects upon the missile trajectory. The atmospheric models and

properties thereof are discussed in greater detail in the following paragraphs.

3.1.2.3.1 Earth Atmosphere. The mathematical model defining the earth's

atmospheric properties such as pressure, density, and speed of sound is based on the

fundamental data and computational procedures used to generate "U. S. Standard

Atmosphere 1962" (1). (See Appendix A, Reference 1.) Briefly, the atmosphere is

assumed to be in hydrostatic equilibrium with respect to the Earth. A geopotential

function due to mass attraction, including the second harmonic, and centrificial forces

is calculated. This potential function, divided by the reference sea-level value of
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gravity, defines a "geopotential altitude. " The variation of molecular-scale tempera-

ture with geopotential altitude is the fundamental defining property of the atmosphere,

and all other properties are derived from this data. The data, as employed by COSEA

in generating the "U. S. Standard Atmosphere 1962," defined the molecular-scale

temperature as a series of connected line segments, linear in geopotential altitude up

to 90 km and linear in geometric altitude above 90 km. The AC Electronics molecular-

scale temperature model employe segments linear in geopotential altitude for all

altitudes. The geopotential altitude range encompassed by the input data is -5 km to

630 km (-5 km to 700 km geometric altitude). The speed of sound has been held

constant at geopotential altitudes greater than 88. 743 km for purposes of mathemat-

ical continuity, although it is not a well-defined physical property of the atmosphere

at higher altitudes.

3.1.2.3.2 Atmosphere Model of Planets other than Earth. Simple exponential models

for atmospheric pressure and density are employed when near a planet other than

Earth for powered flight trajectories. The speed of sound is defined as a constant.

3.i.3 MISSILE DYNAMICS

3. i.3.1 Propulsion Model

The total thrust force acting on the missile is calculated as the product of the specific

impulse (Isp), the mass rate (l_I), and the sea-level value of gravity (g'o). g'oIsp is
a phase-dependent tabulated function of atmospheric pressure, l_i is a phase-dependent

tabulated function of the expended mass in each phase. A very arbitrary time-varying

thrust function can be simulated with this model. One of the principal requirements of

boost guidance is to compensate for propulsion variations, therefore, provision for

perturbing either g'oIsp or 1VIor both is included. Thus, totalimpulse and/or time

duration of the impulse can be perturbed. For powered flightout of the atmosphere,

the thrust force is directed along the missile roll axis, R 0.

During flight in the atmoshpere, a thrust force normal to the missile roll axis, (FMN),
is defined to be that which exactly nulls the moment due to the normal aerodynamic

force. The remaining component of thrust force, (FMA), is defined to be directed

along the missile roll axis, R 0.

3.1. 3.2 Aerodynamic Model

Aerodynamic forces on the missile are calculated in the body-fixed coordinates

(PI, YA, R0) and utilize standard approximations appropriate to slender cylindrical

bodies and small angles of attack. The axial drag force (FDA) is defined as the

product of dynamic pressure (q), the reference area ¢S), and the drag coefficient

(CD), a tabulated function of mach number. This drag force is directed along the

negative R 0 axis.
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The aerodynamic force normal to the roll axis, (FDN), is in the plane defined by the

missile roll axis, (Ro), and the missile velocity vector with respect to the planet's

air mass. The normal force magnitude is defined by the product of the dynamic pres-

sure (q), reference area _S), the normal drag coefficient (CN) , which is a tabulated

function of mach and angle of attack, and the angle of attack (_) which is approximated

by sin a in the simulation program. This normal aerodynamic force acts at a point

along the missile longitudinal axis, termed the center of pressure (Cp), which is
defined by a tabular function of mach and angle of attack.

3. 1.3.3 Equations of Motion

The inertial velocity and position of the center of mass of the missile in the PCI

coordinate system are obtained by imegrating the inertial accelerations defined by

the sum of gravity and the specific force-_o--mass ratio.

X ;-_+ M

The initial conditions Xo and X o are computed by the initialization block for planet
surface conditions, or are directly input in PCI components for initialization for

other start conditions.

The time-varying missile mass, per phase, is expressed as

t

M(t) = Mo +_ IVI(Mo- M(T))d_
o

where M , t , and l_I (M - M(_)), a tabulated function of the expended mass, are
O o

phase-dependent values.

The orientation of the vehicle reference body axes is specified by three mutually

orthogonal unit vectors in the PCI coordinates along the (PI, YA, 1R0) coordinate axes;

namely, PI, YA' R'0" The vehicle angular rates in the PI, YA, R0 coordinate system,
denoted by wpi, COyA, and wRO, respectively, are employed to calculate_ _A..and __O.

These six first-order differential equations are integrated to define YA and RO, while

PI is defined by a vector cross-product

-= Y/_X
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3.1.4 AUTOPILOT MODEL

The definition of body angular rates as a function of a guidance error signal is

accomplished with a "perfect" autopilot model in which the angular rates about the

(PI, YA, RO) coordinate axes are defined to be directly proportional to appropriately
resolved guidance error signals. The guidance calculations of this simulation define

gimbal angle commands. These gimbal angle commands are differenced with the com-

puter gimbal angles to define a gimbal angle error which is resolved through the

gimbal angle coordinate system to obtain an error signal in body axis coordinates.

This error signal is limited in magnitude and the body angular rates are defined to

be directly proportional to it, e.g., ¢0pi----Kg'EC ,etc.

3.1. 5 GUIDANCE SCHEMES

3. 1. 5.1 General Guidance and Steering Concepts

Each guidance scheme defines a particular trajectory objective, a mathematical state-

ment of the objective, and a measure of the missile's error in attaining that objective.

If, in the mathematical statement of the objective, the criteria is defined in terms of

quantities measured by the missile guidance system, a closed-loop guidance system is

said to exist. If the criteria is defined otherwise, it is referred to as an open-loop

guidance scheme; e. g., attitude vs time program. In most closed-loop guidance sys-

tems the guidance objective is stated in terms of a vector required velocity. A control

is effected by "cross-product" steering that is, steering so as to reduce to zero the

angular misalignment of the missile's actual velocity with respect to the required

velocity. Thus achievement of the guidance requirement is reduced to determining the

velocity magnitude error, as the angular errors are theoretically eliminated by the

steering function.

3.1. 5.2 fl* Guidance

The fl* guidance scheme is an open-loop trajectory design guidance scheme used to

generate data required for the definition of one of the closed-loop guidance schemes,

especially for that portion of the trajectory which is in the sensible atmosphere.

The objective of the fl* steering scheme is to obtain a constant qc_ during the initial

portion of the atmospheric flight, followed by a zero angle of attack during the latter

portion of the trajectory. This is accomplished by computing a pitch gimbal angle
command of the form

l[v .
=fl*+_ =tan- +

q  :oo.J
where VA is the computed inertial velocity with respect to the planet-fixed atmosphere,

K is the desired value of q_ (usually set to zero in the latter portion of the trajectory).
Ot
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A vertical rise phase preceeds this form of guidance so that V A

(and numerically) well defined, nonzero values.

and q are physically

I

I
3.1. 5.3 Velocity Profile Guidance

The velocity profile guidance scheme is a closed-loop guidance scheme. Its objective

is to control the angle of attack of the missile while in the significant atmosphere by

steering the missile along a nominal pitch-plane velocity profile of accelerometer

measured velocities. Data required to define this profile is obtained from a fl* guided

reference trajectory. The pitch plane profile is defined in the (P, Q, R) coordinate

system; the Q-R plane being the pitch plane. The nominal value of the "normal n vel-

ocity, Qa, iS curve fit by a cubic polynomial in the nominal WtangentialM velocity, Ra" 1
The nominal value of the pitch gimbal command o/3c' is also curve fit by a cubic po y-

nomial in h a. The closed-loop pitch gimbal angle command is then defined to be of the
form

where

I
I

I
I

I--"o/3c(nominal) + K [-'a_) - 57 K.o/30
j=l

•

q3c,nominal,= j_lCi_] a I

I
and Ra, Qa are the measured values of the thrust velocity components. The thrust

velocity component normal to the pitch plane is nulled. Velocity profile steering is

initiated following a vertical rise phase. The thrust velocities, viz., the integrated

accelerometer outputs, are utilized for steering to permit the steering loop to operate

independently of the navigation equations during that portion of the trajectory in the

effective atmosphere where this mode of guidance is generally employed.

3.1.5.4 Explicit Guidance with Time of Flight Constraint

I

I
I
I
I
I

The explicit guidance scheme defined in this simulation is employed above the effective

atmosphere where no atmospheric steering constraints need be considered. The expli-

cit guidance equations define a unique ellipse between the present position of the vehicle

and a defined target point. The ellipse is unique because a time of flight between the

launch and the interception of the target point is specified; The time constraint is

introduced into the Keplarian explicit equations by the following relationship, defining

the semi-latus rectum, p, of the ellipse.

Pi+l = Pi + [K13 + K14 Pi_[TA - (ti+ Ti)3

where K13, K14 are curve fit constraints derived from a reference trajectory. T A
is the specified time of flight, Ti is the current estimate of the time of flight from

Lambert's equation, and t. is the time since launch.
1
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After a few iterations the orbital parameters are in a reasonably close neighborhood

of the desired orbital parameters and Pi is estimated by a nonlinear logic which selects

the value determined by either a linear extrapolation, the previous value, or redeter-

mined by the above relationship. This logic is based upon the preceding changes in

(pi) and in (_+ Ti).

For each major guidance cycle the position of the missile is determined and a velocity,

VREQ, is determined as the instantaneous elliptical velocity which satisfies the fixed
total time of flight constraint

I _ esinv -_ v_
_'REQ--KL( _p - ) r + r _v ]

I

I
where K is gravitational constant(GM); e, the eccentricity; v, the true anomaly of
vehicle; r, the radial position; U and _ are orbit plane unit vectors.

r v

The velocity to be gained is defined as

At each guidance index change, 0), during the explicit guidance mode, a reference set

I

I

I

I

I

of gimbal angles (_lvg, q3vg), corresponding to the alignment of the roll vector along

Vg are computed. A reference unit vector along Vg, Uv=' is also computed at this
time. A cross-product steering error function is define_]by

AR=V xU
g vgj

and is resolved into appropriate gimbal angle components.

A_lc ----K2j (AR. Roo ) -K3j Z(AR. ROo ) At

A_2c = 0

_"_c=-_j _-_)- _j _-_. "Q)_-1

I ' is along the current pitch axis of the missile.where PI

The gimbal angle commands are

I
_1_--_o +_lv_j÷_. _'oo

]

I

q2C = 0

_c---_c+ _v_+r_

I
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where "_K = F(Vg) [_r X_vgj]

F(Vg) is a curve fit function of Vg which offsets the gimbal angle commands to compen-
sate for gravitational and centrifugal acceleration. Powered flight is terminated when

Vg is zero. This is an iterated condition which is calculated to a precision specified
by an input _, and is not restricted to a time specified by a multiple of either major or

minor computational cycles.

3.1. 5. 5 Explicit Guidance with Velocity Direction Constraints

This fDrmulation of explicit guidance is perhaps the most useful form of explicit guid-

ance, as the terminal direction of the velocity vector at the target point is a very con-

venient parameter for direct-injection-into-orb£t trajectories. The guidance model is

exactly the same as the explicit time of flight constraint guidance except that the semi-

latus rectum, p, is defined using the desired velocity angle, K j, and the calculated

angle, TA.

- 1 e si;_ V A
TA = sin [ 2 ]

1+2 (e cos VA)+e

Pi+l = Pi + _K13 + K14 s][KTj - TA]

where s is the sine of the range angle between the present position and the target point;

K13, K14 are curve fit constants, taken from a reference trajectory. A nonlinear

logic is again employed to select p i+l; either Pi, a linear extrapolated value, or the

value defined by the equation above is chosen, depending upon the prior values Pi and

TA" The same steering logic as described in Paragraph 2.5. 4 is employed with this

guidance mode.

3.1. 5. 6 Trim Steering Guidance

Trim steering guidance is designed to guide a vehicle into a specified plane with

specifications on the following end conditions:

desired radial position r
c

desired radial speed c

desired ntangentialW speed (r_c) where _ is the time derivative of the true
anomaly.

The quantities rc, _c' and (r4c) are curve fit second-order polynomials in time,
measured from the initiation of trim steering.
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uv =Uwjx Ur"

The orbit plane is specified by an input vector normal to the desired orbital plane,

Uwj, a_.nd an inplane unit vector is defined by the cross-product relationship

VRE Q is defined as

I _REQ--re _r + (rV)c _v + KAj ire-

I

l
I
I

I
I

I
I

i
l

I
I

1- + KH] (r c - r)] _r

The difference VRE Q - V is defined as Vg and the same Vg cross-product steering
scheme that was employed in the explicit guidance schemes is used for this guidance
scheme.

The validity of the time polynomial expressions for rc, _c, and (r-_c) is restricted to

a reasonably small neighborhood of the desired injection conditions, insofar as the
simultaneous realization of all three of the conditions will result in the desired orbit.

For most applications of this steering, it is inititated when the vehicle radial position

is close to the desired value, and VRE Q is essentially along Uv.

3.2 IMU ERROR MODEL

The error models representing inertial guidance systems are discussed in the follow-

ing paragraphs.

The error models are a mathematical representation of the factors that cause errors

in the guidance system outputs as a function of the mission profile being simulated.

The output errors are in the form of errors in the measured velocity and position;

the error model must thus provide a valid method of calculating the errors in position

and velocity for each mission profile for the guidance system being simulated. The

results are handled statistically in terms of the covariance of the output errors as a

function of the covariance of the guidance system errors in terms of the system error

parameters as defined by the system model.

Inertial guidance systems employ two types of basic inertial sensors, namely, gyro-

scopes and accelerometers. Gyroscopes are sensitive to, and hence measure, angular

motion relative to an inertial or non-accelerating coordinate frame. Accelerometers

respond to or measure the difference between total acceleration and acceleration due

to gravitational forces, again with respect to an inertial coordinate frame. The

system determines its position and velocity by calculating and "remembering" all

changes from its initial position and velocity using the angular and acceleration meas-

urements from the system sensors. The gravitational accelerations are calculated

as functions of position using the known gravitational fields of the appropriate celestial
bodies.

i

i
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The inertial guidancesystem accuracy is thus dependentuponits accurate determina-
tion of position andvelocity changes, or of acceleration. The system error model,
therefore, calculates the (vector) error in measured acceleration due to each of the
error parameters incorporated in the model. The resultant position and velocity
errors are obtainedby integration of these acceleration errors along the mission
trajectory profile.

The specific modelsby which system errors are related to acceleration errors and
by which the acceleration ,errors are integrated into position and velocity errors are

discussed in the following subparagraphs.

3.2.1 INERTIAL MEASUREMENT UNIT CONFIGURATION

Inertial instruments are subject to errors from a variety of causes, some of which

are mission- and trajectory-independent and others that are functions of the mission-

dependent environment in acceleration and angular rate, the inputs to which the

instruments are sensitive. Thus, the errors will depend not only on the instrument

error parameters but also on the trajectory profile. Furthermore, the errors will

also be dependent upon the angular orientation of each instrument; that is, upon how

it is oriented with respect to the impressed accelerations and angular rates.

The basic coordinate system in which all errors are calculated in the simulation pro-

grams is a planet-centered, inertially fixed (PCI), coordinate frame with reference

axes denoted by X, Y, and Z. The trajectory data for the mission being simulated is

input with respect to this coordinate frame. The pertinent trajectory data for inertial

system error analyses consists of the components of acceleration, ax(t), ay(t), and

aT(t ), and the components of angular rate cox(t ), coy(t), and coT(t), and/or the vehicle

o_'ientation relative to the PCI coordinates in-ferms 5f Euler an_les, al(t ), a2(t ), and
a_(t). The acceleration error from each error source and the resultant posl[ion and

3
velocity errors are calculated in PCI coordinates.

In the present inertial system error model, it is possible to evaluate three different

types of inertial measurement units. These are the gimballed, strapped-down and

carousel. From the point of view of inertial component errors, these are different

in the manner in which the instrument orientation varies. These are discussed

briefly as follows.

3.2.1.1 Gimballed

In a conventional gimballed inertial measurement unit, the instrument package or

platform remains fixed with respect to inertial space. In the error model, the instru-

ment package orientation is thus fixed in PCI coordinates. In the notation used

in Sections III and IV, the orientation of the platform with respect to X, Y, Z

coordinates is specified by means of an orthonormal 3 x 3 matrix [ A4], the orientation
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of each accelerometer with respect to the platform by an orthonormal matrix [Ji], and

the orientation of each gyro with respect to the platform by a matrix [Mt]. Thus,
for a gimballed system, the orientation of all instruments with respect to the trajectory-

dependent parameters (acceleration) is specified by the 3 x 3 matrices [Ji], [Mi], and
[A4].

3.2. 1.2 Strapped-Down

In a strapped-down inertial system, the instrument package remains fixed with respect

to the vehicle, and thus its orientation changes with angular motion of the vehicle. The

initial orientation of the instrument package is specified in the same manner as for the

gimballed system, but the orientation changes as a function of time are given by a

trajectory-dependent attitude time history in terms of Euler angles _l(t), _2(t), and

_3(t).

3.2.1.3 Carousel

A carousel inertial measurement unit is essentially a gimballed unit in which the

instrument package or platform is rotated with respect to an inertial reference accord-

ing to a prespecified time program, usually a constant angular rate. Inertial systems

of this type are employed in some missions, usually missions involving extended time

periods, because the effect of many component errors, particularly bias errors, is

reduced by virtue of the "geometric averaging" effect. This system is analyzed very

much like the strapped-down system except that the time-varying platform attitude

is specified by a non-trajectory-dependent, time-varying program of Euler angles,

_l(t), _2(t), and _3(t).

3.2.2 INSTRUMENT ERROR MODELS

The determination of measured acceleration error attributable to the various error

parameters for each instrument type is discussed below: gyro errors in Paragraph

2.2.1 and accelerometer errors in Paragraph 2.2.2. In addition to instrument errors,

inertial systems are subject to errors due to initial misalignment. These are

incorporated in the model in a manner similar to the treatment of gyro errors.

3.2.2. I Gyro Error Models

Gyroscopes serve to measure orientation or direction relative to an inertial frame,

and thus all gyro errors will result in attitude errors that cause the system to meas-

ure the impressed acceleration along the wrong direction. For each gyro error

model, the instantaneous misalignment, ¢p(t), due to each error parameter, is cal-

culated along the mission profile. The vector
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[ _°X(t} ]¢py(t)

_0z(t)

is computed in PCI coordinates and is based on a small angle representation, each

element representing the misalignment about one of the reference axes, X, Y, Z.

The resultant measured acceleration error, Aa_, is then given by

Aa_ = a__x_(t)

where a(t) is the acceleration vector in PCI coordinates from the mission trajectory

profile.

There are currently error models for three single-degree-of-freedom gyros included

in the simulation program. It should be pointed out that there are a number of types

of gyros, some of unique or exotic design, for which none of the included error

models is exactly correct. However, the models described are representative of the

majority of gyroscope types likely to be employed in space missions.

3.2.2.1.1 Single-axis Rate Gyro, A single-axis gyro has a mutually orthogonal

axis system consisting of spin, (S), output (O), and input, (I), axes. The ideal single-

axis rate gyro exactly measures rotation about its input axis. The error terms that

are accounted for in the model include a random or non-trajectory-dependent drift,

acceleration-dependent drifts caused by mass unbalances within the gyro, second-order

acceleration-dependent drifts caused by anisoelasticity of the gyro structure, errors

due to the gyro's sensing axes being mechanically misaligned, and firs{- and second-

order scale factor errors. In particular, there are error parameters denoted in the

notation of Sections HI and IV, as K 1 .... K8 that result in drift rates about the gyro's

input axis proportional to the magnitude of the parameters and to 1, a I, a S, aia S,

coO, wS, _I, and w 2, where a represents acceleration, w represents angular rate,
and subscripts I, S, and O indicate gyro input, spin, and output axes, respectively.

In addition, the error model incorporates a gyro parameter denoted by K 0 that represents
the "stiffness" of the constraint torque about the gyro output axes. The gyro axes tilt

about the output axis an amount proportional to ¢oI, and K 0 is the proportionality factor.
This effect is incorporated in the model.

The drift rate about the input axis due to each of the error parameters K 1, ..., K 8
is resolved into PCI coordinates and integrated to obtain the appropriate misalignment

vector, ¢P.
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3.2.2.1.2 S_gle-axis Torque-rebalanced Gyro. This is a single-axis rate gyro with
a torque feedback servo loop. It is represented by an error model of the same type as

the single-axis rate gyro above except that because of the feedback loop the "stiffness"

of the constraint torque is essentially infinite, that is, equivalent to having the

parameter K 0 = 0.

3. 2.2.1.3 Single-axis Platform. This instrument consists of a single-degree-of-

" freedom gyro mounted in a single-axis stabilized platform; that is, the gyro is

stabilized or isolated from rotation about its input axis. The output of this instru-

ment is the measured angular displacement about its input axis between the outer

instrument case and the stabilized gyro element. This angle, 0, is equal to the

integral of the angular rate about the instrument's input axis; that is,

t

0 = S w I dt
t

O

Instruments of this type are used primarily in strapped-down system applications.

Since this instrument is based upon a single-axis gyro, its error model will include

some of the same type of error parameters as the previous gyros. In this instrument

the gyro element's spin (S) and output {O) axes do not remain fixed with respect to the

instrument package or platform, but, in fact, rotate about its input axis by the angle

0. Thus, the error model for this instrument must resolve the acceleration and angular

rate inputs into the platform fixed initial gyro axis system and then through the angle 0

into the instantaneous gyro instrument axis system to determine the drift rate

attributable to the various error parameters.

The error parameters incorporated in this model are the same as the parameters,

K1 .... , K8 in the previous models, except for the omission of K 7 and K 8. These were
the first- and second-order scale factor errors and this type of gyro is not subject to

these errors because the gyro element is isolated from the angular rate about its

input axis. That is, the w I experienced by the gyro element is zero.

3.2.2.2 Accelerometer Error Models

There are mathematical error models for two different types of accelerometers

included in the simulation programs. One of these is the pendulous inte-

grating gyro accelerometer, or PIGA, and the other model represents a torque feed-

back, pendulum type of accelerometer. The following paragraphs discuss the error

parameters for each of these error models and the resultant acceleration error for
each of them.
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3.2.2.2.1 PIGA-type Accelerometer (see Reference in Section V). This acceler-

ometer is actually a single-axis stabilized platform, like the third type of gyro

instrument discussed above, in which the gyro instrument has a delibrate and

calibrated unbalance along its spin axis. That is, it is made to have a large "drift"

sensitivity to acceleration along its input axis. Therefore, the rate at which it drifts,

or rotates about its input axis relative to an inertial frame,is a measure of the

acceleration along its input axis. The measurement output of this instrument is the

rotation of the "stabilized" gyro element relative to the instrument case. If the

instrument is being used in a configuration other than a gimballed IMU, then the

angular output must be corrected for the rotation of the accelerometer case in inertial

space.

The error sources for this accelerometer are to a certain extent related to the error

sources in the single-axis platform gyro instrument. The residual torques that result

in a random or bias drift cause a bias or random acceleration error. In the notation

employed in Sections III and IV, this error parameter is called K 9. Errors in the

"drift" sensitivity to acceleration, that is, in the ratio of the gyro angular momentum
to the mass unbalance, result in first-order scale factor errors, denoted by K10. There

are second-order scale factor, or nonlinearity, errors and errors due to misaligument

of the accelerometer input axis. In addition, there will be an acceleration measurement

error proportional to the angular rate about the input axis due to errors in measuring

and/or compensating for this rotation.

In summary, there are in the model error parameters that result in acceleration

measurement errors proportional to 1, ai, ai 2, a C + K_ ¢0C, a N + K_ wN, and ¢_i,

where subscripts I, C, and N represent the instrument's input axis, cross axis, and

normal axis, respectively. The cross and normal axes are mutually orthogonal

reference axes that are normal to the input axis. The terms a C + K_w C and aN+K_w N
represent errors due to input axis misalignments about the N and C axes, respectively.

The K_ terms reflect the fact that the instrument actually measures angular rotation.

3.2.2.2.2 Torque Restrained Pendulum Accelerometer. The torque restrained

pendulum accelerometer is a simple pendulum with a mass unbalance and a feedback

torque device to balance the torque due to acceleration. The instrument has an input

axis, I, and output or normal axis, N, and a "cross" axis, C. There is an unbalanced

mass along the cross axis such that an acceleration along the input axis causes a

torque about the output axis. A torque feedback loop employing an electrical torque

mechanism serves to null the rotation about the output axis by providing a counter

torque. The output of the instrument is an electrical signal proportional to the

feedback torque.
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For this type of instrument, the error model provides error parameters that represent

bias acceleration errors and acceleration errors proportional to a I and ai 2, these errors

being due primarily to lack of linearity in the torque electronics. There is provision

for an error parameter yielding an acceleration error proportional to aia C. This is

due to the fact that the torque feedback loop does not have infinite stiffness and there-

fore the input axis will tilt about the normal axis an amount proportional to a I. The

model also includes the effect of input axis misalignments about the C and N axes,

these resulting in acceleration measurement errors proportional to a N and ac,

respectively.

3. 3 ERROR ANALYSIS

The preceding paragraphs have described how the mathematical error model calculates

the acceleration error Aa_(t) in PCI coordinates due to each error parameter as a

function of time along the reference trajectory. To describe how these errors result

in position and velocity errors, the equations of motion for the mission trajectory

must be considered.

Let X (t) represent the six-element position-velocity vector along the trajectory in PCI

coordinates; tlmt is,

x {t) =

X(t)

Y(t)
Z {t)

X Ct)

?(t)
z (t)

Then the differential equations of motion may be written as

k =g (_+a

where

a
m

_r
i

gx(X, Y,
gy(X, Y,

gz(X, Y,

o 7

0 t
I

0 ,

aXIay

aZ

z)

z)
z)
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and gx ' gY' andgz are the PCI components of the gravitational acceleration.

Then, if there is an error, Aa in the measured acceleration, the guidance system

will calculatean erroneous position and velocity, X + AX, satisfying the equation

where

Thus, the position and velocity error AX satisfies the equation

Making first-order approximations, this becomes

where

3X, Y,Z [

The matrix [ _g/aX_.] may be evaluated along the nominal mission trajectory so that the

differential error equations are linear with time-varying coefficients.

The error, AX_(t), resulting from a particular acceleration error time history, Aa,

may then be obtained in terms of the integral expression

j.t _/kX(t) = _l(t, to) _11 (% to) _a (7) dr
to

I
I

I

o_. i
+ _X =: g._ +_._ +a +_a,

i

V°I
Z_ _ Aa x

l I
L _az J

I
_loc ity er r o:' AX sa :tst Le3 _ _

: a ,p:._o_imations, this b_ ',on e_ I
rd: [ ag__) l

_= I-_-I_+_ I

II

I
I
I
I
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in which t o
by

is the trajectory start time and _l(t,to) is the state transition matrix given

Sg ] _l(t'to) I (identity).l(t' to) = _-_ ' _l(to' to) =

The simulation model provides an option whereby the state transition matrix _1 may
be approximated by

I (3x3) [ -t) I (3x3)]

I (to
_;l(t,t o) = [ -- ]

0 (3 x3) I I (3 x 3)

This is quite accurate for relatively short mission times, or for situations where the

gravitational field is very small.

For each error parameter simulated, there is a resultant acceleration error vector,

0

0

0

Z_a {t) = _a x

Aay
Aa z

The 6 x 51 matrix G(t) denotes the matrix of Aa_ error vectors, each column being

the error associated with a unit value of a particular error parameter. It follows

then that the covariance matrix of errors [P] resulting from all simulated error

sources is given by

[P] = _2(t,t) [PI] _2T(t,t ),
0 0

where [ PI] represents the covariance matrix of all of the error parameters being simu-
lated and

t
D

_2(t't°) = _l(t't0) '_0_II (T, to) G(T) dT .

The simulation model also provides for the incorporation of initial position and velocity
errors at the start of the mission, in which case the resultant error covariance matrix

is given by

T T(t, t ),[P(t)] = _l(t,t )[P ]_ (t,t) +_2(t,t ) [Pi ] _2
0 0 0 0 0

where [P ] is the covariance matrix of initial errors.
0
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SECTION IV

FREE-FALL MISSIONS

In this section, a detailed description of the mathematical model used for Lhe performance

assessment of the guidance and navigation systems for free-fall vehicles is given. The

trajectory calculations are described in Pa_-agraph 4. 1 and relate both to the nonlinear

model (i. e., as described in general by Eq. (A-1) andthe:perturbation equations. The sen-
sors that are considered in the performance assessment program are stated in Paragraph

4.2. The navigation equations are given in Paragraph 4, 3, and several computational

aspects relating to the use of these relations are discussed. The guidance policy is

described in Paragraph 4.4 and is related to the general problem introduced in Paragraph 2.2.

4.1 TRAJECTORY

4. I.1 NOMINAL TRAJECTORY

There are two conceptually differentmethods of determining the nominal free-fall

trajectory for an interplanetary mission. The firstmethod uses the "exact" dynamical

equations; i.e., the influence of al._]]heavenly bodies upon the space vehicle are taken

intoaccount at each time during the entire mission. In this case, no "closed-form"

analytical solutions exist and the analyst has to rely solely upon numerical integra-

tion. The second method is an approximate one. Itutilizesthe fact that the vehicle's

motion in differentportions of free-fallis essentiallydetermined by the gravitational

attractionof a single central body. This means that the motion can be described by

differenttwo-body orbits in differentportions of the flight,namely, heliocentric ellipses

determined by the initialconditions and the sun in the transfer phase, and planetocen-

tric ellipses or hyperbolas during planet approach, planet departure phase, and peri-

odic orbits around a planet. Ifthe two-body orbits are appropriately "matched", the

resulting orbit constitutes, as experience has shown, an excellent approximation to

the precise orbit. This method is employed here for the mathematical model. The

conics are matched at the sphere-of-influence in a manner similar to that described in

the reference statedbelow. (Reference 2)

Since the differential equations for the two-body problem can be solved in closed form,

nominal position and velocity at a desired time are obtained from explicit analytical

expressions rather than by numerical integration. The steps involved are the follow-

ing:

At the beginning of the m-th conic, position and velocity are obtained in an

equatorial coordinate system. They are defined by the symbols
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2. The corresponding angular momentum

I

I

I
e

I

m

i
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is computed.

From the vis-viva

_6_to_

h*(to____'(to_xr(to_

I R*

e,(tom) -
R* (tom)

is computed, where _ is the gravitational constant of the body _. The sign

of this quantity defines the character of the orbit. For closed orbits a* (tm)
is positive; for hyperbolic orbit, it becomes negative.

Unit vectors (_1, ._2, ._3) in the direction of 1t* (the tm is dropped in the following

equations for the sake of brevity} h_* and h_* × 11" define the local coordinate

system and the orientation of the orbital plane at tom, that is,

R* x V*

-_'2 = _3 × "_1; _3 e I11" X V_*I

I

I

A second, right-handed, planet-centered, orbital in-plane coordinate system

(_1, _2, _3) is defined such that -_1 points along the pericentron and ._3 is

perpendicular to the trajectory plane; i. e.,

I

I

I

The transformation between the (_1, _2, _3) and the (X 1, X2,X 3) coordinates at

t = t_n is given by

(.1) o ( 11X 2 =(R *(t _2

X 3 tm _tl m
k tk

I
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where

The coordinate system is shown in Figure A-5.

X 3

_3 _ v_*

X 2

X 1

7 1950

FigureA-5. Definition of Coordinate Systems

o In this orbital plane, the trajectory is specified in the case of an

elliptical orbit in the following way:

a* > Offi_elliptic case

The semi-major axis is given by

1
a _. m

_t
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I

I The eccentricity is given by

a /_j_ a

The eccentric anomaly can be expressed in terms of the previously defined

I quantities as fcos -1 1 [1- R_

I _;] .-_-_r-_.-_1
-_" e Lr._._/_.j

I
I

I
The mean motion, n, is givenn b_ /_

3
a

The true anomaly is given by

I cos E - ecos _- 1-ecos E

-e sine
SinV _:

1 - e cos E

I

I

I

Time of perifocal passage is given by

1
=- [E-e sinE]

n

The equations for the hyperbolic orbits are very similar and are not

stated here..

I

I
I

o For each time point, Kepler's equation

nT=E -e sinE

if solved and the in-plane position and velocities are computed relative

to a coordinate system with the _l-axis pointing towards pericenter
according to the equations,

I
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-sin E(tkm)

cos E(tkm)
_2(tkm) = a(tom)n(to m) d 1-e2(ton_ [ ]

1- e(tom) cos E(tk)

7. Since the guidance and navigation analysis is done in an equatorial

coordinate system, the nominal position R*(tkm ) and velocity V*(tkm ) . _
are obtained from the in-plane (_l(t_); gjt,.); _(t_); _9(t,.) ) c--oorainates

by the transformation (R *(to_. " .......

This completes the description of the mathematical model for the calculation of the

nominal trajectories. Based on these equations, trajectories are generated that satisfy

prescribed mission objectives and constraints.

Because of the nature of these missions, the nominal control policy is very simple.

In essence, it consists of choosing the initial conditions of each phase in such a

manner that the trajectory constraints are satisfied. For example, consider a round-

trip mission to Mars. The distance from Earth at departure and return, as well as

the closest approach to Mars, will be specified. Then, the times of departure, Martian

passage, and return are chosen to satisfy these constraints so that the injection velocity

requirements are as small as possible.

4. I.2 LINEAR SYSTEM MATRICES

As is evident from the preceding section, the equations of motion for the free-fall

phase have the general form

x_"= L(x)

It follows then that the linear perturbation equation is simply
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x = F(t)x

where F has the form

0

F

0 0

0 0 0

0 0 0

a2y_v a2__yv a2__yv

2 OX218X2 OX10X38X 1

82..__V 82V 82V

OX28X I 3X22 OX20X 3

82V 82V 82____V

OX30X 1 0X30X 2 0X23

m

1 0 0

0 1 0

0 0 1

where V is the potential of the central body.

tial is described by

V=_
r

0 0 0

0 0 0

0 0 0

Because of the assumptions, the poten-

The perturbation equations can be solved in a closed form for this system, so it is not

necessary to use the matrix F in the calculations in the computer program. The

solution requires the state transition matrix to be known and is

x(t) = ¢(t, to) X(to)

As described above, the basic calculations are performed in an in-plane coordinate

system so the ¢ has the following structure.

ill II _2 1
_3 t, _4
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where the submatrices have the form

1 I°11°12:1_°_1°22
0 _33

[°14°15:]}2 = _24 _25

L_ 0 0 _36

3

[_41 _42 0

0 _63

_4 = _54 _55

0 0 _66

Elliptic, parabolic, and hyperbolic trajectories can occur in the range of missions

considered and the form of the elements _ij depends upon the type of conic. The
solution for elliptic trajectories is stated. The reader is directed to the program

definition for a more complete statement.

Letting sin E k = Sk cos E k = Ck

then the elements of the submatrices are

1 [ C2(l+e_e 2)

_11 = (l_e)2(l_e Ck )

+ Ck(2+e+2e2-e 3)

- 2- 5e+2e 2+3Eksk]

(l-e)(l-e Ck) Sk (l-Ck)

I
I

I
I

I
I
I
I

I
I
I

_ Jl - e 2_ |

_21 = (l_e)2(l_e [SkCk(l+e) + Sk(2-e) - 3EkCk]
Ck)

= [C2k + Ck(-1-2e+e2 ) + 1]

_22 (l-e)(l-e Ck)

g

(Ck - e)

_33 = (l-e) i
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_ (l-e)
_14 -

n(l-e Ck)
Sk[-Ck(l+e) + 2]

_15 =
(l-e)n(l-e Ck)

[C2(2-e) + 2Ck(l+e ) - 4 - e + 3EkS k]

---_ [__c k]
_24 = n(l-e Ck)

1 [SkCk(2+e+e2 ) + 2S k _ 3(l+e)EkCk ]
_25 - n(l-e Ck)

Sk(1-e)

_36 = n

n 3 [SkCk 2(e+e2-e3) + SkCk (-2-5e+2e2)

_41 = (l_e)2(l_e Ck )

+ Sk(l+e+Se2-eS ) + 3Ek(Ck-e) ]

nJ1---_ [e 3-2C2+Ck+ 1-el

_42 = (l-e)(l-e Ck )3 Ck

nq/l- e2 '

_51 = (l_e)2(l_e Ck)3

[-Ck(e+e 2) + Ck(2+5e) - Ck(l+e )

- 1 - 3e + e 2 + 3EkSk]

n Sk 2 _ 2C k + 1 + e-e 2]

_52 = (1-e)(1-e Ck)3 [e Ck

_63

-n Sk

(l-e) (1-e Ck)

1-e

_44 -

(1-e Ck )3

[C3(e+ e2) - 2Ck(l+e ) + 2C k +l-e]
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<}45
(l-e)(l-e Ck )3

[ SkC2k(2e -e2) - SkCk(4+e ) + Sk(l+e)2

+2-e]

<}55 = 1 [_C3(2e+e 2+e 3) + Ck2(4+5e+5e2)

(l-e Ck)3
2

-Ck(1+3e ) - 2 - 3e - e + 3(l+e)EkSk]

+ 3Ek(Ck-e )]

(l-e) Ck

<}66 =
(l-e Ck)

The transition matrix is the only linear system matrix computed in the program that is

related to the plant. The observation matrices for the electromagnetic sensors are also

required, and they are discussed in Paragraph 4.2

The transition matrix for this phase has been recognized as being a symplectic matrix.

It has, therefore, an easily obtained inverse

,-'--F°: -':1
t,: q

4.1.3 ACTUAL TRAJECTORY

The actual trajectory is computed according to the same equations and in the same

manner as the nominal trajectory. No plant noise is assumed, so the only unknown

relative to the actual trajectory is the initial state. In the program, the X can be

specified by the engineer or can be obtained by establishing the perturbat_o ° x o using

a random noise generator and the a priori statistics. Then,

X = X*+x

--0 --0 --0
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4.2 SENSORS

The Free-fall Performance Assessment Program has the capability of simulating several

instruments. They are

1, Space sextant

2. Horizon sensor

3. Planettraeker

4. Ground-based radar -- three radar stations can be included simultaneously.

These instruments are discussed in Paragraph 2.4. The facility has been included in the

program to consider bias errors in the measurement data. When this option is utilized,
the biases are considered as additional state variables.

The bias errors are random quantities and are described as having a mean value of

zero and covariance matrix B . In the simulation, the B is used in conjunction with
O O

a noise generator to obtain numerical values for the bias errors. The measurement

data also are corrupted by random noise. These random errors are defined as having

zero mean. At each sampling time, the covariance matrix of the noise is assumed to

be known and is denoted by R k. Random noise is obtained from a noise generator using
these statistics.

4.3 NAVIGATION

The Kalman filter is used to estimate the state perturbations from the measurement

data. The plant model is simpler than the general form described in Section II, so the

filter equations can also be simplified. In the Free-fall Performance Assessment

Program, the general form of the Kalman filter is given by

where

_k = }k,k-1 _k-1

' 4 , T -1Kk = Pk [I-IkPkHt_ + Rk]

= p T
PI_ {}k,k-1 k-1}k,k-1 + %-1

Pk = PI_ - KkHkPl_
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Although the plant does not explicitly contain any noise, the matrix Qk-1 has been

included in the equations. This feature is discussed below.

The only difference between these equations and A-10 occurs in the absence of the

known plant term fk-l" There are several aspects relating to these general equations
that are not immediately apparent. First, the state vector must be defined. The

error covariance matrix Pk is of the same order as the dimension of the state.

Theoretically, the Pk is a non-negative definite, symmetric matrix. Because of

computational inaccuracies, it can happen that the Pk loses both of these properties.

Techniques have been devised that delay or prevent this from occurring. The inaccu-
racies result from the finite; word-length of a digital computer. Capability has been

included that allows the simulation of the effects of a reduced word-length. These

topics ale discussed briefly in the subsequent paragraphs.

4.3.1 THE STATE VECTOR

The state vector is at least six-dimensional and always contains the position and

velocity as components. In this program, the bias errors of the electromagnetic

sensors provide the other possible components of the state vectors. The most general

state vecto_ occurs when every instrument is included and has the following form.

X 1

X 2

X 3

X 4

X 5

X 6

X 7

X 8

X 9

Xl0

Xll

X12

X13

X14

X15

X16

}
}

position of the spacecraft

velocity of the spacecraft

errors in location of Tracker No. 1

bias errors in measurements from Tracker No. 1

t errors in location of Tracker No. 2
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X17

X18

X19

X20

X21

X22

X23

X24

X25

X26

X27

X28

X29

X30

X31

i
bias errors in measurements from Tracker No. 2

errors in location of Tracker No. 3

bias errors in measurements from Tracker No. 3

bias errors in horizon sensor measurements

bias error in space sextant measurement.

Thus, the maximum dimension of the state vector in this program is thirty-one.

4.3.2 ORBIT RECTIFICATION

Orbit rectification is the process of updating the nominal trajectory of each observation

with the best estimate. This process is designed to extend the range of linear theory

and provide satisfactory results in those cases where Kalman filter estimation using a

single perspecified nominal trajectory was found to be inadequate.
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4. 3.3 SQUARE-ROOTKALMAN FILTER

Since Pk is non-negative definite and symmetric, it is always possible to write it in

terms of a matrix factor II k

When there is no plant noise and when each measurement is processed individually, it

is possible to obtain recursion relations for the rIk. Then the computations can be based

on the Hk. Since Pk is then the product of a matrix and its transpose, the Pk will re-

main symmetric and non-negative definite. This formulation of the Kalman filter is

included in the program.

4.3.4 COMPENSATION FOR COMPUTATIONAL ERRORS

The matrix Qk-1 that appears in the filter equations generally represents the covariance

of the plant noise. To assume that there is no plant noise (Qk-1 = 0) is to assume that

the actual state obeys the linear equations of motion exactly; that is, that oncethe state is

known exactly (or almost exactly) at some time, ti, that it can thenbe determined exactly
(or almost exactly) at any other time by use of the state transition matrix.

Intuitively, it would seem that if this were so, then each additional measurement would

reduce the state error, and nothing would tend to increase the error; therefore the re-

sultant error would tend to approach zero. This, in fact, does happen mathematically

in that if Qk-1 is assumed equal to 0, then Pk approaches 0. This causes a singularity

problem which reflects the fact that ultimately the model assumes that the state is

already so well known that it should give zero weight to any new measurements.

This is clearly an unrealistic assumption and therefore assumed values for Qk-1 are

incorporated. These represent errors in the model and computational errors. The

effect of increasing the magnitude of the Qk-1 is to cause the filter to "wash out" the

effect of past measurements more rapidly.

4.3.5 VARIABLE COMPUTER WORD-LENGTH

Provision has been made to examine some of the effects of a reduced computer word-

length. This is accomplished by setting a specified number of bits of the elements of

Pk' Kk' and _k equal to zero at the end of every computational cycle.

4.4 GUIDANCE

It is assumed that the trajectory corrections that are required for this type of mission

will be small and that they can be adequately represented by an instantaneous change in

the velocity of the vehicle. Based on this assumption, the guidance policy involves

two primary considerations.
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Q The time of the velocity correction must be established. Needless to say,

a velocity correction will not be made at every sampling time. It is, in

fact, desirable to introduce as few corrections as is necessary to

accomplish the mission objectives.

o The velocity correction itself must be determined according to some
criterion.

The policy used in the program is presented below. The guidance law is then discussed

in terms of the general statements of Section 2.

4. 4. 1 DETERMINATION OF THE DESIRED VELOCITY CORRECTION

The guidance laws are determined by the terminal conditions required for the mission.

At each correction time, the velocity that is required to completely null the error in

specified terminal constraints is computed using the linear perturbation theory and the

current best estimate. In general, the correction is determined according to

^

&g---k = Ak _k

where -_k represents the best estimate of the basic six-dimensional state. The

guidance matrix Ak is established in a deterministic manner to accomplish the objec-
tive. In some cases, the time of arrival at the target is allowed to be different than

that of the nominal. The change is computed from

5T = C T _k

Five different control laws have been considered and are listed below. They are
classified by the nature of the terminal constraints.

.

.

.

Fixed position - fixed time of arrival

The spacecraft is required to reach a specified position at a given time.

Fixed position - variable time of arrival

The spacecraft is required to arrive at a specified position; the time at

which it accomplishes this objective is not restrained. In this case, the

magnitude of the velocity correction is minimized through the choice of
the time of arrival.

R_ Y_ 0- fixed time of arrival

The spacecraft is required to achieve a desired radial distance, flight path

angle, and velocity direction at the nominal time of arrival.
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R, Tte - variable time of arrival

This control law is similar to the preceding one except the time of arrival

is not specified. It is chosen to minimize the magnitude of the velocity

correction.

R, y, u - variable time of arrival

In addition to the radial distance and flight path angle, the position and

velocity of the vehicle is required to lie in a desired plane. The time

of arrival is used to satisfy the fourth constraint that is introduced by the

constraint on u.

The specified form of the A and C_ are given in the Program Definition.

4.4.2 TIMING OF THE VELOCITY CORRECTIONS

Several techniques have been suggested in the literature. In this program, the variance

ratio criteria suggested by Battin is used. Using this approach, the time of the cor-

rection is based upon statistics relating to the velocity correction.

The covariance of the estimated correction is

V(tk) = E[a_(tk)avT(tk )]

= A(t_ [M k - Pk] AT(tk)

where

k

Pk =

_T
_k, k-IG-i k, k-i

_k, k- iPk-l_:, k-i

The trace of this matrix is defined as AV2(tk).

The error in the estimate of the velocity correction is characterized statistically by
its covariance matrix

D(tk) = E[(AV(t_- __Ve(tk) ) (Z__V(t_ -A_Ve(tk))T]

= A(tk) P(tk) AT(tk)

where A Ve(tk) would be the veloci_rection if the state were known perfectly.
trace of this matrix is defined as d (tk)

The
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A velocity correction is commanded according to the variance ratio criterion below.

This test is accomplished by comparing the quantity

2

d (t_

RV AV2(tk)

with some arbitrary constant R V min. When RV< RV min, a correction is made.

4.4.3 IMPLEMENTATION OF THE CORRECTION

The control system will, in general, not perform guidance corrections exactly. The

errors in the control system and non-nominal engine performance are assumed to

combine to result in actual velocity corrections whose magnitude are proportional to
the estimate.

I__V(tk)[ = (1 + _) IAV(tk) I

m

The v] is a Gaussian random variable with mean zero and variance _2. It is selected

from a Gaussian number generator. The angle between the actual and estimated
corrections is 5 and is a Gaussian random variable with mean zero and variance 5-2.

The difference between the estimated and actual velocity corrections is characterized

statistically by the covariance matrix

N(t k) = E [ (A_V(tk) - A_V(tk) ) (AV(tk) - A_V(tk)) T ]

52
= _2V(tk) + "_- [v(tk) I = V(tk) ]

where

v(tk) = iZ- (tk) - Pij (tk) ]-1 j lflij[mij

and the mij and are elements of Mk and Pk" The flij are elements of the matrix
AW(tk) A(tk)" Pij

At velocity correction times, the navigation statistics and state vector estimate must
be modified to include the effects of the correction.
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Pk = Pk ÷ J Nk JT

Mk = [I+JA(tk) ] [M(t_-P(t_] [I+JA(tk)lT+p'(t_

_k = _k,k-1 _k-1 + J A_(t k)

and

The 0 and I represent 3 x 3 zero and identity matrices, respectively.

It should be noted that when a velocity correction occurs, no measurement data is

processed. Thus, the _k and Pk given above provide the best available navigational
data.

4. 4.4 RELATION TO THE GENERAL GUIDANCE PROBLEM

The guidance policy described above does not bear a close resemblance to the problem

described in Section If. R is interesting to note thatthe same guidance laws are

obtained by formulating the velocity correction AV as the control variables, assuming

that only one correction will be made, and by then minimizing the expected value of

the square of the terminal constraint errors. The requirement that the derivation

assume that only one correction will occur illustratesthe suboptimal character of

this common guidance policy. Policies of this general character (i.e., policies which

ignore the fact that additionaldata and corrections are to be available) are referred to

as open-loop feedback control. One might expect that a closed-loop policy in which

the totalnumber of corrections is specified and thus is considered in the determination

of each Ay_k would be superior. However, the present policy is used because of its
common application in other space guidance studies.
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SECTION V

REE NTRY MISSIONS

In this section a detailed description of the mathematical model for the performance of

aided-inertial re-entry guidance systems is given. The nominal trajectory calculations
are described in Paragraph 5.1. It includes the nonlinear differential equations of motion

the nominal control policy, and the linear perturbation equations. The mathematical

description of the IMU configurations and electromagnetic sensors for re-entry guid-

ance systems are presented in Paragraph 5.2. The navigation equations are formulated

in Paragraph 5.3, and the guidance policy is described in Paragraph 5.4.

5.1 TRAJECTORY

5. I. 1 NOMINAL TRAJECTORY

5.1.1. 1 Basic Assumptions and General Structure of Trajectory Profile

The model for the nominal re-entry trajectory, which provides acceleration, velocity,

position, and attitude as a function of time for the performance assessment of aided-

inertial re-entry guidance systems as described below, is based upon the following

general assumptions.

. Physical Environment

A nonrotating planet with a spherically symmetric gravitational potential and

an exponential nonrotating atmosphere constitutes the physical environment.

1 Vehicle Configuration

A rigid lifting vehicle without any thrusting capability outside that required for

attitude changes is assumed.

3. Nominal Control

Aerodynamic control is achieved through a change of the roll angle and angle

of attack of the vehicle. The specific character of the control law depends upon

the trajectory phase.

The mathematical model is formulated in such a fashion that at most 7 phases can be

encountered in one trajectory. On the other hand, it is possible that the starting

point can lie in any of these phases. These phases are schematically depicted in
Figure A-6.
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Figure A-6

The model describe_ the following major mission profiles.

1. Single-pass trajectories. This class encompasses those trajectories in
which the vehicle does not leave the atmosphere after it entered i_: once.

2. Single-skipout trajectories. This class encompasses those trajectories
for which two atmospheric phases are connected with each other by a free-

fall orbit.

In addition to these two major classes the model provides the possibility of describing

other trajectories such as those encountered in atmospheric braking maneuvers. The

latter can be simulated by starting the program in Phase 3.

For the sake of clarity, the different phases as numbered in Figure A-6 (i.e., assuming

a single-skipout trajectory) are defined as follows.

Phase 1: Initial entry phase. The roll angle and the angle of attack can be used for

nominal control.

Phase 2: "First m constant altitude phase. The control technique, using the roll

angle as the only control variable, attempts to keep the vehicle at constant

altitude above the planet.

Phase 3: Pullout phase. Characteristic for skipout trajectories. In this phase,

using the roll angle as a control variable, the vehicle is brought back into

the vacuum and put on an elliptic orbit.

Phase 4- Skipout phase. No trajectory control is provided since it is assumed that

thrust is only available for vehicle attitude control.

Phase 5: WSecond" entry phase. Control variables are the roll angle and the angle
of attack.
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Phase 6: "Second" constant altitude phase. The same control variable (roll angle)
as in Phase 2 is used.

Phase 7: Final descent phase. The vehicle is kept at constant roll angle and angle

of attack. The roll angle can change signs in order to provide out-of-

plane control.

5.1.1.2 Coordinate System

The motion of the re-entry vehicle is described in two different coordinate systems,

namely:

lo

.

Orthogonal, nonrotating, cartesian coordinate system (i, j, k) with the

origin at the center of the planet. The differential equations of motion

are integrated in this coordinate system.

Spherical coordinate system. This coordinate system is used in connection

with the performance assessment program, primarily because the

linear system matrices have a simpler form in such a coordinate system.

It is defined with respect to the initial flight plane, thus providing a

natural measure for out-of-plane errors.

The spherical coordinate system is shown in Figure A-7, and is referenced to an irro-

tational orthogonal cartesian coordinate system (it , J-t' _!t). The relation of this
system to the cartesian system i(_ j_, k) as described under (a), is shown in Figure A-8.

5.1.1.3 Differential Equations of Motion

This section states the differential equations of motion, resulting from the following
basic assumptions.

.

t

3,

The vehicle is represented by a point mass.

This assumption concerns only the motion of the vehicle along the trajectory.

The 6-dimensional dynamical character of the problem is taken into account

through the model for the nominal control policy, as described in the next

section. It enters the differential equations directly through the control

variables, which are the roll angle, _, and the angle-of-attack, _.

Ablation effects are ignored resulting in a constant mass for the vehicle.

Exponential nonrotating atmosphere and spherical earth is assumed.

Under these assumptions the differential equations of motion in the cartesian (i_, j_, k_)

coordinate systems become
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1
a = -_@÷N)-g_

a is the total acceleration, M the

tational acceleration with

R2
mass of the vehicle, g = go (_-) U r is the gravi-

go

R

r

U
--r

= sea level gravitational acceleration of re-entry planet

= radius of re-entry planet

= radial distance of re-entry vehicle from center of re-entry planet

= unit position vector of vehicle in the Newtonian reference cartesian

coordinate system, _ j_ k.

The aerodynamic drag forces D and the aerodynamic normal force N are given by

V 2 S
_ UD = - CD p 2 --v

V2S

N = C NpT (cos_ U -sine_0 Up)

The dependence of the aerodynamic drag and normal force coefficients CD and C N

on the angle of attack _ is assumed as

= 4
CD CD +C2 2+C4_

o

C N = C N a+C 3 3 +C5c5
0L

where CDo, CNc _, and C.1 (i = 2,..., 5) are properly chosen constants.

The atmosphere density has the form

-fl' (r- R)
P= Po e

V indicates the speed, S the aerodynamic area of the vehicle, and the orthogonal

(u, v, p) coordinate system is defined as

U
--U

U
--V

unit vector perpendicular to U and in instantaeious trajectory plane.
--V

unit vector in direction of velocity.

U
-p

U xU
--U mV
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This completes the description of the differential equations in the (i_, j_, _ coordinate

system. The equations of motion are always integrated with respect to this coordinate

system•

In the spherical coordinate system, as defined in Figure 2, the differential equations
assume the form

¢

V sin T

(V/r) cos _/cos fl

V cos 7 sin fl
r sin 0

D
- M - g sin y

N cos r0 V _g_
+ - ) cos _/MV (r V

N sin_0 V cos _ sin _ cos 0+
MV r sin 0

This set of equations forms the basis for the derivation of the linear system matrices.

5.1. 1.4 Nominal Control

For the Nominal Trajectory Generation Program, the roll angle _ and the angle of

attack c_ can be used for aerodynamic control of the vehicle in the different phases as

explained in the first section. The nominal trajectory for the Performance Assess-

ment Program is restricted to the use of the roll angle as the control variable. The

angle of attack serves as a control variable for the actual trajectory calculations,

however. The quantitative details are discussed phasewise below.

5.1.1.4.1 Nominal Control During First and Second Re-entry Phase. A constant roll

angle is used in these two phases and is changed in sign if the direction of the velocity

vector deviates from the initial nominal trajectory plane by more than c s. Thus

_#ci = sign iq_c

signi

• U I<eI signi-1 if IUpo -v s

• U I->el sign (Upo Uv) if IUpo --v s
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where

U = x Uv)to-po {-U-u

defines the unit vector normal to the initial trajectory phase.

During a flipover maneuver the change in the roll angl e is assumed to be

c_. = _. + c°c_i1Att i-1 -

and the rate of the vehicle is computed according to

= K - q)i)¢0c_i _o(_°ci

K is a preselected constant, representing in a gross fashion the vehicle response to

tl_e control system.

The commanded angle of attack is assumed as

dc_
= + (_)c (xi-i

Aa

where

Aa = a - a
o

a is a prespecified acceleration and a represents the present acceleration. Thus,

tl_e angle of attack control tends to increase the velocity losses during these phases

as much as possible.

The differential quotient _ is given by

d_ 2M

da q

5

=_ c_2i ][CD 2 + A2i
o i

4

_, A2i+ 1 2i+1

i=0

i/2

q is the dynamic pressure, M the total sum of the vehicle, and the A i are given as
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A 1 =

A 2 =

A 3 =

A 4 =

A 5 =

A 6 --

A 7 =

A 8 =

A 9 =

A10 =

2

4 C D C 2 + 2 C N
O O/

2 C D C 2 + C N 2
O O/

2

4 C 2 +8 C D C 4+8 C N C 3
O O/

2 C D C 4+C: +2 C N C 3
O O/

12 C 2C 4+ 12 C N C 5+6 C:
O/

2 C 2C 4+2 C N C 5+C:
O/

8 C: + 16 C 3 C 5

C: + 2 C 3 C 5

2

10 C 5

2

C 5

In contrast to the roll control, it is assumed that there is no delay in the commanded

angle of attack and the actual angle of attack, i.e.,

_. -- O/C.I
I

This assumption is justified by the small changes in this control variable.

5.1.1.4.2 Nominal Control During the Constant Altitude Phase. The roll angle control

is given by

where

-1 -K3(t -
_c = signi [_- + sin (K 1 Ai _ + K 2 Ar} + 2 e Tc)]

A} = _ = radial velocity of vehicle

Ar = r -r
C
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r = desired constant altitude of vehicle
c

K 1

K 3

and K 2 are gains whose value is either input as constant or calculated
as a function of time (optimum gains}

is an input constant

T = time at the beginning of the constant altitude phase
C

sign i is chosen in the same fashion as in the initial entry phases and
provides out-of-plane control

This control law provides upward normal force ( I_ c I <y/2) as required to keep the

vehicle at a constant altitude. The term(y/2)e-K3 _t" - Tc) is used to make I_ c I = 7r
at the beginning of the constant altitude. This is helpful in preventing an unintentional

skipout.

5.1.1.4.3 Nominal Control in Pullout Phase. The roll angle is used as control variable

and specified as

= sign i[ F 0 +F 1 (t -T'c) +F 2 (t -T')2]CDc c

FA, F1, F_ are appropriate input quantities, T' the time at beginning of the pullout
pl_0ase, and _ cinitial entrysign i is determined as in the phase and used for out-of-plane
control.

5.1.1.4.4 Nominal Control in Final Descent Phase. The roll angle is used as control

variable in the same way as in the initial entry phase.

5.1.2 LINEAR SYSTEM MATRICES

Two types of linear system matrices are discussed in this section. The first type

arises from the form of the plant equation and the nature of the variables in the basic

state vector, whereas the second derives from the particular formulation that is used

to incorporate the IMU data.

5.1.2.1 Plant Matrices

The state vector contains a minimum of nine components. In addition to the position

and velocity, the lift and drag coefficients, CD and CN_ are treated as unknown but
constant _arameters and provide two additiona_state variables. The atmospheric
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density coefficient Po is treated as the ninth variable. The density perturbation 5Po is
assumed to be described by a linear differential equation. It will be discussed below.

As can be seen from the preceding section, the equations of motion of a re-entry

vehicle are described in general by

r_" = g(r_) +_f (_, __, U. AF, A V)

where _, __, and r represent the acceleration, velocity, and position, respectively,

of the spacecraft. The term g(r_) describes the gravitational acceleration. Atmos-

pheric effects are described by thef. The control vector U refers to the angle of

attack and roll angle of the vehicle so it is two-dimensional. The A F and A V repre-

sent the lift and drag coefficients and the atmospheric density (i.e., the additional

state variables). The superscripts denote the fact that the former two are constant

whereas the density is assumed to vary.

It has been stated that the calculations relating to the linear system matrices are

performed in a spherical coordinate system. Then, the equations of motion assume
the form

I  lxv[ 1
_ g(X p) +_f(x_P, X v, U, A F, AV)

where X p and X v are comprised of the r, _), and _ and V, 7, fl, respectively. The

function h relates components of the xP and X v to the time derivatives of the X p.

The linear perturbation equations are formed from the equations of motion and can be
written as

where

-- Fl(t )x + F2(t)x - + E2(t )b +E3(t ) c+E4(t )u

Df xpx = - X p*

u = U- U* =
-- -- -- (_rD

F* Df /
b Df= ___AF_A = L 5CD° ]

5CN_

c : AV-A v* D=f 5p
0
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Note that this hastheform of Equation (A-4) since b and c are to be considered as state
variables. The matrices appearing in this equation are defined to be

Df
Fl(t) =

ah

0xp

F2(t ) Df:

0g_

a x p

0
o!

OX p

!

!

o_ i

Oh - I

OX v

Og I

°xVi0 !of |

OX v i

of[o1E2(t) = Of

F
OA

of[o1E3(t) : Of

OA V

["1Df 0

E4(t) = Of

o_u

All of these matrices are evaluated with nominal values of the parameters.

The five matrices listed above must be evaluated in the program. Since a difference

equation must be used to describe the plant, these matrices are used to obtain the

solution of the differential equations.

First, the state transition matrix must be determined as the solution of

I
i
i
i
i

I
i
I
I
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I

I _(t, 7) = (F 1+F2) _ (t, 7)

I where _ (7, 7) = I.

Consider the augmenting variables b and c.

i vector so = 0

The b has been defined as a constant

I

I
I

or, equivalently,

bk = _k-1 for any k.

The atmospheric density perturbation is described by a linear differential equation

• ___ + Ihl wp(t)= 5 Po - h 5Po
P

I
I
I

I
I

I
I

I
I

where h represents the rate of change of altitude on the nominal trajectory. The hp

is an arbitrary constant. The forcing function Wp represents a white noise process
with covariance given by

f (h(t)) 6 (t - _)

E[wp(t) wp(7)] = P I _ I

-k 3 [h - h(0)]
fp(h) = k 0 +(k l+k 2h) e

where k0, kl, k 2 and k 3 are arbitrary constants.
Thus

where

c k = c_k,k_l Ck-1

t k

cWk-1 = J" c¢ (t k,T) Ih(7)I Wp(_)d_

tk_ 1

This equation must be solved.

+ cWk - 1

The cwk-1 represents a process with independent increments and has a variance

given by
2 tk

_2(tk,_ ) Ih(T) l fp(_)d_-.E [c wk-1 ] =
C

tk_ 1

I

I
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Using these results, the solution of the linear perturbation differential equation can

be written as

where t k
Df

Bk, k_ 1 = j

tk_ 1

(tk, 7) E 2 (T) d_

t k

ck,k-1 Df

tk_ 1

(tk,v) E3(v ) c_ (v,tk_l) dt

tk

Df [ T) dvrk, k-1 = _ (tk' E4(v)

tk_ 1

These matrix calculations are accomplished in the spherical coordinate system and

are then transformed into the non-rotating cartesian system.

This completes the general definition oI the matrices that are involved in the descrip-

tion of the linear, plant equation.

5.1.2.2 IMU Matrices

In the performance assessment program the IMU data are treated as components of

the measurement vector z_ The general formulation was described in Paragraph 2.4.2.
Details that are relevant to the re-entry problem are discussed in this paragraph. The

discussion rests upon several of the definitions introduced in the preceding section.

The linear model for the noise-free IMU data is given by

s = + 2Jk b + Ck+ _ +--gk-k aJk Xk 3Jk - k

where

Jk = Jk-1 _k-l,k _Jtk

tk_ 1

F 2 (7) _ (7, tk) dv
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2Jk = 2Jk_l - Jk-1 _k-1, k Bk, k-1

t__kF2,t,I
tk_ 1 tk

tk

+ ! E2(t ) dt
,.

tk_ 1

(t, T) E2(T) d_ dt

3Jk = 3Jk-1 - Jk-1 _k-1, k Ck, k-1 c¢k-1, k

tk t

+ _ F2(t)

tk_ 1 t k

(t, 7) E3(7) c_ (7, tk) dTdt

t k

+ .I E3(t) c_(t, tk) dt

tk_ 1

AS indicated in Paragraph 2.4.2, the --_k
equations

and --_k are described by linear difference

i _ : -ffk-1 +

I Yk-1 - aJk-1 'k-l, k Fk, k-i + jtk

i tk_1

!

i

Yk-i -_k-1

t

" ¢(t, _) E4(T ) dTdtF2(t)

t k

_k = _k-1 + Yk-I Wk-i

t k

!.+ E4(t ) dt

tk_ 1

The --_k-1 represents, essentially, the accumulative effect of control system noise.

! It should be noted that, as written above, the s k is a six-dimensional vector. However,
the first three components are identically zero.

i

i

I
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The matrices appearingin the LMUmodel are dependentuponthe nominal trajectory
andare computedprior to beginning the performance assessment. The calculations
are accomplished in a spherical coordinate system and are then transformed into
the non-rotating cartesian system.

5. 1.3 ACTUAL TRAJECTORY

The actual trajectory is computedaccording to the same equations as the nominal and
in basically the samemanner. Initial conditions for the state can be either prespeci-
fled or obtainedfrom a random number generator. The control that is used at every
sampling time is determined as the sum of the nominal and perturbative control
vectors.

^

_uk : u_ +

The control u k is not necessarily computed as frequently as the Uk, but it is treated
as a constant between control times used for the linear guidance calculations.

A

Control system errors prevent the commands U k from being implemented precisely.
These errors are introduced as a random error w,. This vector is obtained from

a noise generator having prespecified statistics.'-_hus, the control actually experi-

enced by the vehicle in the calculation of the actual trajectory is

--Uk: t_k+ _k

5.2 SENSORS

The Re-entry Performance Assessment Program has the capability of simulating

several instruments. They are

o

2.

3.

1

Horizon sensor,

Radio altimeter,

Ground-based radar -- three radar stations can be included simul-

taneously,

Inertial measurement unit.

These instruments are discussed in Paragraph 2.4. The IMU formulation causes the

data to be treated as additional components of the measurement vector. This model

is the first of the two discussed in Paragraph 2.4.2. It has also been considered in

Paragraph 5.1.2.2.
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5.2.1 MEASUREMENT ERRORS

The facility has been included in the program to consider bias errors in the measure-

ment data. For the electromagnetic sensors, the introduction of the bias errors is

optional. However, whenever the IMU is considered the bias errors constitute the

principal source of error and are always included. Bias errors, when they are pres-

ent, are treated as additional components of the state vector.

The bias errors are random quantities and are described as having mean zero and a

known covariance matrix B i. In the simulation the B i is used in conjunction with a
noise generator to obtain numerical values for the bias errors during a specific tra-

jectory simulation.

The measurement data are also corrupted by white noise sequences (i. e., errors that

are uncorrelated between sampling times). These random errors are also assumed

to have a mean value of zero and known covariance matrices. At each sampling time,

the covariance matrix of the noise is used with a noise generator to determine the

realization of the noise.

5.2.2 IMU ERROR MODEL

The error model considered in the re-entry phase is considerably simpler than that

discussed earlier for boost missions. The simplification was required in order to

keep the dimension of the state vector to a reasonable value. A total of fifteen error

sources are considered. Also, the option is available for simulating either a gim-

balled or strapdown system.

The 15 IMU bias errors are described by the following schedule.

el, C4, c7 Initial misalignments of gyros, 1, 2, 3

e2, e5,_8 Constant drift of gyros 1, 2, 3

c3, c6, c 9 Acceleration-dependent drift of gyros 1, 2, 3

el0, _12' e14 Bias errors of accelerometers 1, 2, 3

c 11' c 13' c 15 Scale factor errors of accelerometers 1, 2, 3

The gyros and accelerometers are assumed to be oriented with respect to each other

according to Table A-1. The X, Y, Z define an orthogonal right-handed triad.
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INERTIAL
INST RU ME NT S

gyro 1

gyro 2

gyro 3

accelerometer 1

accelerometer 2

accelerometer 3

X Y

output

input

Z

input

spin

output

sensitive

spin

sensitive

spin

output

input

sensitive

Table A-]. Gyro and Accelerometer Orientation

The X, Y, Z coordinate system is related to the initial pitch PI, yaw YA, and roll R o

axes through an orthonormal transformation M. The orientation of the instrument

axes to the basic non-rotating cartesian system is then established by an orthonormal

transformation C.

For a gimballed system, the C is equal to a constant, prespecified matrix. For a

strapdown configuration

C Df i1 o 01[eos 21-sin 21Ecoi lsin ,0]0 cos _3 sin _3 0 1 0 -s _1 cos _1 0

0 -sin _3 cos _3 sin _2 0 cos _2 0 1

where _1' _2' _3 are the inner, middle, and outer gimbal angles, respectively.

The drift _Diof the it,,h gyro about its input axis is described by

t

rD1 = elK1 +c2K2 (t-to) +c3K3 J" ald1
O

t

oD2 = _4K1 +c5K2 (t-to) +c6K3 J" a 2dT
O

t

,D3 = _TK 1+c8K2 (t-to) +c9K3 So aadT

The c._ were defined above. The Ki are normalizing constants and the a.1 are compon-
ents of aerodynamic accelerations along the input axes of the gyros. This vector a

may be computed from the accelerationf (relative to the basic non-rotating cartesian

system i,j, k according to
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a = MCf

The acceleration errors Aa resulting from the drifts are determined from

&a =_DX f

where in the_, k system __= oD1X_l + _D2_2 + cD3 _3"

The acceleration errors Aa' caused by accelerometer errors are described by

Aa t

I _10 K4 + e llK5al 1
c12K4 + _13K5a 2

e14K4 + Cl5K5a 3

These errors are resolved along the axes of the basici, j, k system by the trans-
for mation

Aa = cTMTAa w

5.3 NAVIGATION

The Kalman filter equations that are utilized to estimate the state perturbations are

almost identical with those stated in(A-10)ofParagraph 2.3. In the Reentry Perform-

ance Assessment Program the general form of the Kalman filter is

-_k = _ +Kk(g-k- Hk-_)

where Xl_ : }k,k-1 Kk-1 + Fk, k-1 Uk-1

Kk = Pt_ HT [HkPt_ HkT+ Rk]-1

Pk =

T
Ck, k-1 Pk-1 Ck, kT1 + Fk, k-1 Qk-1 Fk, k-1

(I - KkH k) Pl_ (I - KkHk)T + Kk Rk Kk T

The control perturbation -_k-1 is computed by the guidance system and is discussed

in Paragraph 5.4. The Qk_ 1 is included primarily todescribe the control system noise.

The state vector _k as considered by the navigation system has a variable dimension.
The size of the state vector is determined by the instrument configuration. It is

defined in Paragraph 5.3. 1, Additional features of the navigation procedure are dis-

cussed in Paragraph 5.3.2.
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5.3.1 THE STATEVECTOR

The state vector is at least nine-dimensional. In addition to the position and velocity,

the basic state vector includes the lift and drag coefficients C D and C N and the
o _ h

atmospheric density coefficient Po" The performance assessment program has t e
restriction that the maximum dimension that the state can assume is 34. Thus, the

instruments must be selected so that this constraint is not violated.

Whenever the IMU is considered, the fifteen constant error sources are always in-

cluded as state variables. In addition, the accumulative plant noise vector Tik (Para-

graph 5.1.2.2 or Paragraph 2.4) is also added tothe state. Thus, the presence of the

IMU causes the state vector to have at least 27 components. Each of the three ground

trackers can contribute seven additional bias errors. Five additional bias errors can

be provided by the horizon sensor (i. e., three bias errors) and the radio altimeter

(i.e., two bias errors).

Basic State Vector

X 1

X 2

X 3

X 4

X 5

X 6

X 7

X 8

X 9

position of the spacecraft

velocity of the spacecraft

drag coefficient

lift coefficient

atmospheric density coefficient

The maximum permissible dimension of the state vector in this program is 34. The

remaining 25 components are made up of a judicious selection of instrument bias

errors.

5.3.2 MISCELLANY

Very few of the navigation features included in the Free-Fall Performance Assess-

ment Program can be utilized for the re-entry phase. For example, it is not possible

to use an orbit rectification policy because of the trajectory constraints on the

nominal. Also, the square-root formulation of the Kalman filter cannot be used be-

cause of the presence of plant noise. On the other hand, the presence of plant noise

eliminates the problems caused by the vanishing of the error covariance matrix.

A-82

I
I
I

I
I

I

I
I
I
I

I
I
I
I
I
I
I
I
I



5.4 GUIDANCE

The Lambda Matrix Control Scheme described in Paragraph 4.2 is used to compute the

control perturbations _k" Thus, at each time, the -_k is given by

-_k - A k+l _k+l, k Xk

whe re
T , + U -1 T ,

hk+l = (rk+l, k nk+l Fk+l, k Wk+l ) Fk+l, k nk+l

, T +W x
_+1 = _k+2, k+l nk+2 _k+2,_1 k+l

= n' - Ak_rrk+l k+l W'k+l Fk+l 1

and _n+l = 0.

The matrices F,r__1 k and _.L1 ,. are definedinl)aragraph 5"1"2"1" The Wk_IU and W kX

are arbitrary w_i_ting ma_i_s. The matrix _k is computed prior to beginning

the performance assessment for a specific trajectory. They have to be computed

recursively starting at the terminal time t N and then proceeding backwards to the initial
time t .

O
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SECTIONVI

LOW-THRUSTMISSIONS

6.2 TRAJECTORY

6.I.1 NOMINAL TRAJECTORY

6.1. I.1 General Assumptions

1. Thrust is constant and continuous. The only control is variable thrust

direction.

2. The vehicle is a point with mass given by

1

e

Ii

I

m=m - rht
O

where rh is the mass flow rate.

The low-thrust trajectory consists of three separate phases: escape,

transfer, and capture.

In each phase, gravitational forces other than the appropriate central bodies

are negligible. Furthermore, the central body is spherical having a

homogeneous mass distribution.

6.1.1. 2 Nominal Control

In heliocentric (transfer) phases, the nominal control is optimum in the

sense of minimizing time of flight. Because of assumption 6.1. l(a), mini-

mizing time of flight is equivalent to maximizing payload and minimizing

fuel expenditure.

In planetocentric (escape and transfer) phases tangentially directed thrust

is the nominal control. Such control is near-optimal.

6.1. 1.3 Coordinate Systems

Coordinate system origins are located at the center of the central body.

1. In the heliocentric phase, the 1950 equatorial cartesian coordinate system is
used.

2. In the planetocentric phases a three-dimensional cartesian coordinate system,

such that the Xl, X 2 plane coincides with the nominal plane of motion,is used.
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I

I 6.1.1.4 Differential Equations of Motion

I
_1=x4

| _2 - x_

The differential equations of motion for the vehicle are

I :_3 -- X6

_:4 = - _tXl

R 3

I _ X 2 a

:_5 =--- +_o
R 3 m

a
o

+_ COS _ COS
m

sin a cos fl

I _ X 3 a

X6 = - -- + __£osinfl
R3 m

I where Xl, X2, X 3 are the cartesian components of position, X4, X5, X 6 are the

respective velocity components and _ is the gravitational constant of the central body.

The angles a and fl are the control variables which specify the thrust direction and

are defined analogously to longitude and latitude.

I

I
For tangential thrust, tr and fl are given by

I _ (X5/X4),tr --- tan 1 0<a <2Ir

I

I

I

I

Let

tan -1
/9. 9.

fl= (X6/v'X4 + X5) -_/2 <fl _<_'/2

=f__(x__,_,#,t)

denote the differential equations of motion.

by
Then for optimum thrust, tr and fl are given

-1
a = tan [X5/X 4 :l

fl = tan-1 [},6 / #},2+ X25]

0 <o_ <2y

-y/2 <fl _y/2

I

I
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where kl' X2'""" ' X6 are adjoint variables which satisfy the differential equations

• 8f T
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6. I. 2 LINEAR SYSTEM MATRICES

It is evident from the preceding sections that the equations of motion for low thrust

mission phases has the general form

:( =g ._) +f(A, _U)

where X represents the six-dimensional state (i. e. position and velocity). The vector

A is two-dimensional and its components represent the initial thrust-to-mass ratio

and the mass flow rate. These two parameters are assumed to be constant and are

treated as additional state variables. Thus, the minimum dimension of the state vector

is eight for the Low Thrust Performance Assessment Program. As has been pointed

out, the control vector U is two-dimensional and is comprised of two angles defining
the direction of the control vector.

The linear perturbation equations follow from the general equations and are seen to be

_ = F (t) x + E 2 (t) b + E 4 (t) u

where

Df
x =X -X

bD--f A- A*

Df
u=U-U *

and

F(t) =

E4(t) =
To simplify notation, suppose that the basic state vector x

-a

ofExl--a

b

is defined as
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so that

=F
--a a

(t) x + E (t) u-a a4 -

where

and

F (t) Df
a

F (t) E 2 (t) l
0 0

This linear differential equation must be solved in order to obtain the difference equa-

tions required for navigation. To this end, two transition matrices must be computed.

First, it is necessary to solve

d
dt _a (t, _) = Fa (t) _a (t, T)

(T, T) = I for all T.
a

Next, the matrix differential equation must be solved.

d
d--t _G (t, _) = [ (F a (t) + aE4 (t) h (t) ] _G (t, T)

_G (T, T) = I for all T.

The matrix h is computed in the guidance block and will be defined in Paragraph 6.4.

The _a (tk, tk-1) and the _G (tk, tk-1) constitute the primary linear system matrix

calculations. The solutions of the differential equations are obtained numerically.

6.1.3 ACTUAL TRAJECTORY

The actual trajectory is computed from the same equations as the nominal and in

basically the same manner. Initial conditions for the state can either be prespecified

or obtained from a random number generator. The control changes continuously
according to

_O(t) =_U(t) + u(t)
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The u(t) is determined from the particular linear guidance law that is used. (See Section
6.4). A control discontinuity occurs at those times at which data from the electro-

magnetic sensors are processed by the navigation system. (See Paragraph 6.3. ) This

occurs because of the change in the state estimate caused by the filtering of new data.

Control system errors prevent the guidance commands _ from being implemented

precisely. These errors are introduced as the white noise w. This vector is obtained

from a random number generator according to prescribed statistics. Then, the control

actually experienced in the trajectory is

U(t) =_ (t) + w_ (t)

6. 2 SENSORS

The Low-Thrust Performance A6sessment Program has the capability of simulating

several instruments. They are

(1)

(2)

(3)

(4)

Horizon sensor

Planet tracker

Ground-based radar--three radar stations can be included simultaneously

Inertial measurement unit.

These instruments are discussed in Paragraph 2.4. The IMU formulation used in this

program corresponds with the second alternative discussed in Paragraph 2.4.2. In this

model the IMU data enter into the plant rather than the measurement system so only

electromagnetic sensor data are used in the filtering process. The IMU data influence

the propagation of the statistics_k and Pk from the kth to the (k+ 1)th sampling times.

This aspect is discussed in Paragraph 6.3.

6.2.1 ELECTROMAGNETIC SENSOR ERRORS

Two types of errors can corrupt the measurement data. The random (or white noise)

sequences are assumed to have zero means and known covarianee matrices. Using

these statistics, values for the noise are determined at each sampling time using a

gaussian random number generator.

As in the Free-fall and Reentry programs, it is reasonable to consider bias errors in

the measurements. However, because this program is coded using double precision

arithmetic, it was necessary to restrict the size of the state vector. Thus only the

horizon sensor and planet tracker data are assumed to include bias errors. The radar

measurements are corrupted only by additive white noise.
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6.2.2 IMU ERROR MODEL

The error model for the IMU assumes its simplest form for low-thrust missions. The

simplicity is made possible because the acceleration levels are sufficiently small to

enable many of the acceleration - dependent errors to be neglected. In fact, for the

Low Thrust Performance Assessment Program the IMU data are assumed to contain

only constant bias errors for each of the orthogonally oriented accelerometers. These

bias errors are treated as state variables when the IMU is included in a particular
simulation run.

Two different IMU configurations can be considered: (i. e. a gimballed or a Carousel

system). For the gimballed IMU it is assumed that the sensitive accelerometer axes,

S1, $2, $3, remain inertially stabilized throughout the flight. Three Euler angles,

EA 1, EA2, EA 3, define the orientation of these axes with respect to the basic cartesian

nonrotating system defined in Paragraph 6.1.

For the Carousel configuration, the three Euler angles define the initial orientation of

the sensitive axes. Then, a constant angular rotation w about the third sensitive axis

S3 is introduced. Normally, the S 3 axis is oriented approximately normal to the

nominal plane of motion.

For both IMU configurations, the orientation of the sensitive axes relative to the refer-

ence coordinate system is described by the rotation matrix G. This matrix is easily

determined so a detailed description is omitted.

6.3 NAVIGATION

The form of the filter equations depends to a great extent upon the instrument

configuration.

6.3.1 FORM OF THE FILTER EQUATIONS

IMU only.

Suppose t/rotno electromagnetic sensor data are available. Then, itis not possible to

filterin the sense of utilizingthe Kalman equations. Instead, the estimate is propagated

in the following manner.

First, recall from Paragraph 2.4.2 that the plant equation is assumed to have the form

= F (t) x + a (t) - G(t) _ -
---a a -a --m

where a m (t) represents the difference between the measured acceleration and the

nominal values. The G (t) and c_ are essentially defined in Paragraph 6.2 although the

definitions have to be amended with appropriate rows of zeros to provide dimensional

consistency. The _ has been included to describe white noise in the aceelerometer

outputs.
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First, consider the accelerometer errors £ as additional state variables and define the

augmented state vector x A to be

=_a=

tk
A A

XA (tk) = _A (tk' tk-1) xA (tk-1) + J _ _ (t k, t) -_m (t) dt

tk_ 1

where

Df
_A (tk' tk-1) =

(tk' tk-1) CPl ¢P2 0

0 I 0 0

0 0 I 0

0 0 0 I

The _ is the solution of

and

d
d--t _ (t, T) = F(t) ¢ (t, T)

t k

3
tk_ 1

(t k, t) E 2(t) dt

tk

_02 - f !(t k, t) G(t) dt

tk_ 1

The matrix J has been included to ensure that the proper dimensionality is achieved
and is composed of zeros and ones.
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The error covariance matrix is de.-_cribed by

T

PA (tk) = _A (tk' tk-1) PA (tk-1) _A (tk' tk-1)

Electromagnetic Sensors Only :

Suppose that no IMU data are available.

= F (t) x +
-a a a

Then, the plant is described by

aE4(t) [u(t) + w(t)]

From the Separation Principle, it follows that

I

I
I

I
d
d-T _G (t, T) = [F a (t) + aE4 (t) h (t) l _G (t,T) I

where h (t) is determined by the linear guidance law.

Based on this transition matrix, the filter equations are essentially the same as those
described in Paragraph 2.3.

where

X-a (tk) = -a_' (tk) + Kk [Zk - Hk _x' (tk) ]

I
I
I

also,

where

_' (tk) = _G (tk' tk-1) _ (tk-1)--a -a

Kk = P'a (tk) HTk [Hk p'a (tk) 4 + Rk]-i

p, ..(tk) =a a (tk' tk-1) Pa (tk' tk-1) _T
a

tk

Q_-I : _ _ t) (t) Q(t) ETa (tk' aE4 a 4
tk_l

(tk' tk-1) + Q_-I

(t) _T t) dt
a (tk'

I
I
I

I
I

and

Pa (tk) : [I-KkHk] P' (tk)[I-KkH k]
a

T + %Rk_
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Electromagnetic Sensors and IMU:

In this case the extrapolated estimate and statistics x' (t.) and P_ (tk) are computed
a . -a Kin ccordance with the equation for the IMU only configuration. Then, the electro-

magnetic sensor data are processed in the conventional manner.

To study the sensitivity of the model to errors in the a priori statistics, it was

necessary to obtain a statistical measure of the degradation in performance due to

the fact that the optimal filter equations are suboptimal with respect to the true

statistics if these do not agree with the a priori statistics. The following procedure

was used to obtain such a statistical measure in the form of sensitivity coefficients.

m

Let K(tk) be the gain matrix computed using the a priori statistics. Let P(tk), Q(tk),
and R(tk) be the "true" statistics. Then

p* (tk)

where

p., (tk)

]T= [ I - K(tk)H(tk) ] P*'(tk) [ I - K(tk)H(tk) + K(tk)R(tk)KT(tk )

(tk, tk_ 1) p. (tk- 1) _ T (tk,= tk_ 1) +Q(t k) , P*(to) = P(to)

This is merely the propagation of the "true" statistics using the a priori gain matrix

K(tk). The sensitivity coefficient is then defined as

_i(tk )

_i(tk) = [ k*(tk) ]

where k i and k.* are the square roots of the corresponding position and velocity
eigenvalues of 11_ and P*, and this is the statistical measure of degradation in

performance.

6.3.2 THE STATE VECTOR

The state vector is at least eight dimensional. The first six represent the position

and velocity of the spacecraft, whereas the seventh and eighth components relate
to the initial thrust-to-mass ratio and the mass flow rate. The latter two are
assumed to be constants.
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The state vector can have at most fourteen components. This configuration occurs

when the IMU is included and the horizon sensor serves as an aiding instrument. Then,

the most general state vector has the following form.

X 1

X 2

X 3

X 4

X 5

X 6

X
7

position of the spacecraft

velocity of the spacecraft

X 8

X 9

X10

Xll

X12

X13

X14

initial thrust-to-mass ratio

mass flow rate

accelerometer bias errors

horizon sensor bias errors

Two different linear guidance laws can be utilized in the Low Thrust Performance

Assessment Program. The Lambda Matrix control law described in Paragraph 2.3 in

available as is the so-called Neighboring Optimal control law. (Reference 3}
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6.4.1 LAMBDA MATRIX CONTROL

The version of Lambda Matrix Control differs from that described in Paragraph 2.3 be-

cause it is assumed that the control changes continuously rather than discretely. This

assumption is made because of the relatively large intervals between sampling times.

Even if the control perturbations were computed at discrete times, the computation

should occur frequently enough that it can be approximated by a continuous control
policy.

T

J =x (tf)II (tf) x (tf) +

In the time-continuous model, the control is chosen to minimize

tf

T
[x w (t) W x(t) x(t) + u (t) W v(t) u(t)] dt

t
O

The WX and W U are arbitrary, normegative definite, symmetric weighting matrices

as is the II (tf). The control is determined by

u(t) = h (t) x (t)

where

h(t) = W (t) E 4 (t) [I (t).

The I] (t) is found as the solution of the Matrix Ricatti equation

-_ = F T (t) II + I_F (t) -I_E 4(t) W UE w4 (t) I] + W x

The terminal condition is defined to be I] (tf).

This control law can be used with any type of nominal trajectory.

6.4. 2 NEIGHBORING OPTIMUM CONTROL

The Neighboring Optimum Control policy can be used only if the nominal is optimal in

some sense. Then, the trajectories resulting from the application of this control law

will be optimal in the same way as the nominal. In the Low Thrust Performance

Assessment Program only the heliocentric phase is optimal so the use of this control

law is restricted to this phase.

As described in Section 6.1, the nominal control policy in the heliocentric phase is

determined so that the time of flight is minimized. Furthermore, prescribed values

of position and velocity at the terminal time must be satisfied. Thus, the perturbed

control using this guidance law is also selected to satisfy these constraints.
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The Neighboring Optimum control law is based on the following computations. Let •

k(t) represent the eight dimensional vector of Lagrange multipliers with the terminal |
conditions u_. The equations of motion have the general form

_--__ _,_ i

where the initial and terminal conditions are prescribed to be X o and Xf. i

Denote the Hamiltonian for this problem by H.

H=kTf !

Then, it is known that R
m

• 5H

The equations of motion and the adjoint equations are linearized to yield a system of

linear differential equations, i
i

/
i

It is also necessary to define perturbations in Xo, _Xf, _, and tf. This procedure

yields a total of 23 constraints on the 31 variables. Eight of these variables can be

shown to be independent. Let them be defined as cl__. From the 23 constraints, form i

= A_

and i

6_ = B_

Let _/(t, tf) be the state transition matrix associated with the linear differential equa-
tions. Then

= _ (t, tf) 1
xf

6xf

= _/(t, tf)

A

B

I
I

I

A-96



|
I

I

I

I

I

I

I

I

I

I

I

I

I

i

I

I

!
I

Partitioning ? (t, tf) into (8x8) submatrices allows the preceding to be written as

5k = [_21 A + _22 B] [_11 A + _12B]-lx

The nominal control satisfies the condition that

_H
--0°

_u

This can be linearized to obtain

u = Hlx + H25 !

Substituting the relation between 5_ and x, the control is seen to be given by

where

u(t) = h(t) x(t)

-1
A(t) = H I + H 2 [721A + 722 B] [_/llA + _12 B]

lm

o

o
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APPENDIX B

SUPPORT DATA FOR SECTION III



ABSTRACT

This appendixcontains numerical data associated with the performance assessment

studies reported in Section III of the report. Its organization parallels that of Section III;

for example, Section I of the appendix contains data related to the studies described in

Paragraph 3.1, and so on. In each section, the tables appear before the figures.
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SECTION I

This section contains data pertinent to Section 3. 1 of this volume. The data consists

of initial conditions for the various trajectory segments (Tables 5-1, 5-2, 5-9, and

5-13 and Figures 5-1 through 5-4) instrument error budgets (Table 5-4), initial

covariance matrices (Table 5-5), reference body schedules (Table 5-6), composite

system configurations {Tables 5-3, 5-10, and 5-14), and computational bias {Table 5-7).

This section also contains time history plots of the navigation process and plots of
the effects of star selection techniques.
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Budget Instrument

Designation

G10 Ground

Tracking

Gll Grotmd

Tracking

HI0 Itorlzon

Sensor

(llS)

Hll IIS

1120 llS

1121 IlS

ll22 118

1123 /18

1130 ItS

1131 II8

H32 HS

Quantity

Measured Random

Range 15 m

Range Rate 3 cm/sec

Azimuth .05 °

E levatlon .05 °

Range 15 m

Range Bate 3 era/see

Azimuth .05 °

Elevation .05 °

• 0.5 °

• 05 °

• 05 °

lo" Error

6

B I1

Bias Corr. Time

0

0

0 1 min

0

30 m

.5cm/sec

•10 ° 1 mln

•10 °

0 10 rain

Comments

Range measurements available

only when range < 800,000 kin.

Angular measurements available

only when range < 400,000 kin.

The comments above apply in all

ground tracking systems unless

other,vise specified. *

Each coordinate of the tracking

station location Is assumed to

have a bias error of 100 m.

State-of-the-art

The two local vertical angles which

define the I. o. s. from the probe tn

the reference body are hereafter

referred to as at, 6.

The half-angle subtended by the

reference body Is here,'ffter

referred to as _lf.

The subtended angle measurement

Is available only when 3 ° _ fill < 85c

nnless otherwise specified.

a, 5, fiH .0.50 .1 ° 10 rain State-of-the-ari

c_, 5, fill .010 0 O 10 mtn

at, 5, fl II .01 ° .01 ° 10 rain

at. 5 , fill .01 o .02 o 10 rain

at, 6, fill .01 ° .10 n t0 rain

.........................

at, 5, fill ,005 ° 0 ° I0 mln

at, 6, fill .005 ° .01 o 10 rain

at, 5. fib .00.5 ° . 10 ° 10 rain

BtO iIS at, 5, fill 10" 0 ° 10 mtn tO" _ O. 002N p

i141 H8 a, 5 , fill 10" .01 ° I0 rain

H50 IfS a, /5 , 1]II .001 ° 0 ° l0 rain

1151 IIS at, 5 , fill .001 ° .01 ° 10 rain

810 Space at .0.5 ° 0 10 mln cr is the anRle between a star anti

Sextant the near limb of a reference body.

(SS)

811 SS t_ .0.5 ° . l0 ° 10 rain State-of-the-art

$20 SS a .01 ° 0° I0 mln For all studies (unless otherwise

.............................................. specified), a realistic star

821 SS at .01 ° .10 ° 10 rain catalog of 15 stars was used;

...................... anti the stars were selected In

$30 SS at .005 ° 0 ° 10 rain an _optimum = manner.

.............................................. (See Appendix A)

831 SS at .005 ° . 10 ° I0 mln

840" 8S at 10" 0° 10 mln

$41 SS at I 0" . O1 ° I0 rain

-- S_ ......... 88 .... _ .......... ;00t° _ 0°-1 -;0 min -

851 88 at .001 ° .01 _ [ 10 mln ........

Throughout the entire mldcnurse guidance study, the foH,,wln_ thre(, trackers wPre used. unl('_s otherwise speelfl,_d ,_,i,;!*

1. Goldstone, California 2. Johanneglnu.g, South Africa 3. Woomera, Australia

Latitude 35. 06662 l;ttttude -25. 73871; I_titude -31. 212360

Dongttude 243.20505 I_mgitudc 27.6_558 I_ngttude 136._c1614

Table B-8. Instrument Error Budgets
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B-12

DESIGNATION

MI

, _ i_ Po AND 6 × _ Mo COMMENTS
(Units arc (kin) z, 0vn)2/sec, a_ (kin/see) z as appr,,prta_e. )

0.54a -0.174 -0.140 0. 27S x 10-: o. 44;0 _ 10" -0. _a4 _ 10 -_ Upper trmngle portion o_ lnjeetio, co_ariance matrix

0. 217 0. 4:_:1 _ 10-' 0. ssa _ _0 -a o. 7O0 × 10 "a o. 2:n × 10 -_ u_d m an rarth aepartu_ t_jector_s.

0.7Sa a. 507 * 10 -a 0.45a _ 10 "a 0.:_s _ 10 -_

o. 150 × 10 _ 0. Z_ _ 10 "_ -0.2:_ _ to -s

0.201 _ 10 -_ 0.247 _ 10-_

[Svmmetricl 0. lS4 × 10 -_

--('_00.0)I : 0 niag_l MamX

o. iII x 102 0. 513 × 10' 0, 216 × 10' -0, _30 x ]0 -5 0.100 x 10 -? 0, 40?'× i0 _

o, :_1 x 10 _ o. 922 _ 10' -0. :_94 _ 10-' o. 92_i × _0 -_ o. aoo × Io-'

o. na× 10' -0.107 _ lo-: 0.077 × 10-: -o. sas _ 10 -_

o. z_5 _ 10-' -0. :_s * 10 4 o. 516 _ 10 -t

0.312 x 10 -$ o. 779 x lo _

tSvmmetric I o. 777 x 10 4

0.293 _ 101 0,7G6 -0, 2:17 0.437 x 10 -a 0,320 x 10 -4 -0, 165 x l0 -3

o. aa4 o. asl * lo-' o. 142×1o -_ O. lSa ×1o'4 -o.99:1 x lo-'

o. 740 × 1o -_ o. _:n * 1o -t -o. 15o _ 1o-'

is_mmetric I O. 333 x 10 "_

O. _92 O. 101 × 1, =t O. lVs × 10 -t O. SOS _ 10 -_ O. _4 x lo -_ O. 224 × 10 .4

0._9 0.99[_ × 10-' -0.7S4 _ 10 -4 O._OS × 10 "_ 0._, × 10 -4

O. laa -o. na * _0 "_ 0.4av _ 10 -_ -0.77s x 10_

o. 114 × 10 4 o. 317 x I0 -_ o. 22o x 10 .?

o, 542 _ 1o -t o. 182 × lO -_

[S!mmetric I o. 159 × 10 -?

0. 360 x 10 _ 0 0 0 0 0 Diag_l Matrm

0. 250 _ 10 ? 0 0 0 0

0. -_2r, _ 10 z 0 0 0

0. _00 • 10 _ 0 0

o.:mo _ Io _ 0

o. 9o0 _ 10 -_

0.222,101 0.48{i x 10 -I 0.191 0._2_ 10-3 0.94G x 10 -a =0.149 × 10 -_

0.149 x 10 t 0.707 0.119 x 10_ -O. I14x IO -_ 0.930×10 -4

0. I13 z I0 _ _o. (158 to _4 o. 1o6 x 1o -_ -_.955 x 1o -_

o. 47i _ 10 _t o. 272 _ lo -_ .0. 615 x 10 -s

0._6 × 10 -_ .0. 121 _ 10 -?

{Sgmmctric } 0. 274 × l[i "?

0.27S 0. _35 _ I[>-z 0.209 0.606 x 10 -_ 0..i46 x 10 -I -0.196 x l0 _

0.657 0.605 -0.9fi7 _ 10 -4 0.238 × 10 -I -0. 132 x 10 -_

0.993 -0. lO[_ _ 10 -3 0.20_ × 10 -_ -0. S42 × 10 -_

0.435 x lO -_ -o. 25_ × 1o "t 0.142 _ lO -t

o. lO] _ ]o _ -o. 13o _ 1o -?

[Symmetr_cl 0.2S0 x 10 "1

Spherl_ll_ distributed with _ch posamn _mponent 250 m

apd _ch velocit) component 0.7 m/see
M9 (O.O_2S) I _ o

o i (o. 5 _ lo_)1

mo -o7: 21! _[ _ _ o

o i(2.7_ _ 1o%1

_,. -t,?o.o_!_2__ ?
o No.__ _o-51

.MI5 (l.O × 10_)I _, 0

-- - o-- • (;,.-_¢ [o:4/

MI6 9.0 0 0 O 0 0

4.0 0 0 0 0

1.44 0 0 0

1.5_ × lo q o o

l.o × lo 4 o

o.1¢ _ 1o -4

Spherl_ll) dtstrtbuted with each position component 4.2 km
and _ch velocity compo._nt 1.6 m/sec

M17 4.6 × 104 0 0 0 0 0

Z_. 1 _ 1# 0 0 0 0

17.6 x 10 _ 0 0 0

4.4 x 104 0 0

7.0× 1O_ o

9.3 _ l0 _

Spheri_ll) distributed _m each position cx,m]mnent lo_m

a_ each _l_it_ ¸ com_.ent :_. 2 m/s_c

Spherl_ilv distributed _lth _ch _sition 6_m[mnent 100 km

ar, d _ch _l_it) component 5 m/*ec

Otagonal Mat rLx

[Symmetricl

Dla_o_l Matrix

MlS --(o. ago × 10'31 1 0

M19 --(33 3)1 I o

o ;(aa. a _ to% t

Spherl_ll) dmtrtbuted with each position component rio km

and _ch velocity compone,t 10 m/ace

Table B-9. Initial Covariance Matrices
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Up to Time

(eec)

Dellg_atton

Q1 .12x105

• 15x105

• 5x108

Q2 .12x104

• 12xi05

• 22x106

• 117x107

• 5x108

Q3 . lZxl04

• 16xi07

• 80x107

Q4 .1_104

.47xi06

• 21x107

.61x107

• 808xi07

,81Zx107

@5 .1_(I0 _

• l_xl05

• 5x108

_S . soz108

(_ .15x105

• 507.108

_S .2528201x10:

• _108

Q9 . _xlo 8

Q10 I0][106

• 2G2x108

• _OxlO 8

Qll 10xlO 6

252:[I08

50x108

Q12 .2527xI08

• 26xi0 s

Q13 .253xi08

26xi08

Q14 15xlO 5

• 50xlO 8

QIG .20z105

Q16 .5580xI04

• 7180x104

• i1966x105

• 13_6xI05

• 17350xi05

20xi05

Q17 ,20x105

Q18 .5580x104

• 7180x104

11966x105

• 13_6x105

• 173G0x105

• 20x]05

.5x108

Velocity

0 0 0 0

0 0 0 0 0 0

• 2 .2xi0-6 .2xlO -6 .2x10 -6.2 .2

. _10 -I , lxl0 iI , lx10 "I , lxl0 -7 . lxi0-7 , lxlO -7

0 0 0 0

0 0 0 ,2,xlO -6 .2xlO -'6 .2xlO _

.2 ,Z .2 .2x10 -6 .2x10-6 .2x10 "6

2,0 2.0 2.0 .IxlO -7 . XxlO-7 .1x10-7

• lxlO "1 , lxlO -1 . lxlO "1 .1x10 -7 . lxlO "7 . lx10 -7

o 0 0 0 0 0

.2 0 0 0 0 0

.G 0 0 0 0 0

0 0 0 0 0 0

• 2 .2 0 . lxlO -8 . lxlO _ 0

.2 .2 .2 0 .lxlO -8 .lxlO 4

.3 .4 .4 0 ,lxlO -9 .LxlO -8

.2 ,4 .4 0 0 0

.2 .1 .3 0 0 0

0 0 0 o 0 o

• 2 .2x10 -6 .2xlO -6 .2xlO -6.2 .2

• 1x10 -3 , lxlO -3 . LXlO -3 . lx10 -9 . lxlO -9 . LXlO -9

• l_lO -3 . lxlO -3 . lxlO "_ . lxlO -9 . lxlO -9 . lxlO -9

• Ixl0 -1 . Ixl0 -I . IxlO -I . Ixlo -6 . ixlo -6 . Ixl0 _

• lz10 -2 . L¢10 -2 . lxlO -2 . lxlO -7 . lx]O-7 , lxlO -7

0 0 0 o 0 0

• 1 .1 .1 . Ixlo -6 , lx]O -6 . lxlO -6

• lxlO '-6 . lxlO -6 . lxlO "_ . lxlO -9 , lxlO -9 . lxlO -9

0 0 0 0 o 0

• 2 .2 .2 .20¢I0 -G . _(10 -6 ,2:_0 -6

• 8 ,8 .8 .8xlO -6 .SxlO -6 .8x10 _

0 0 0 0 0 0

.2 .2 .2 .2xlO -6 .2_¢10 -6 .2xlO -G

.4 .3 .3 .3xlO "6 .3xlo -6 .3xZo -6

0 0 0 0 0 0

• 1][lo -1 lxlO-1 . lx10 -1 . lxlO -8 . lxlO -8 . lxlo -8

0 0 0 0 o o

• 1 .1 .1 . lxlO -7 . iiio -7 . lxlO -7

.2 .2 .2 ._10 -6 .2xlO -6 .2xlO _

• lx10 -3 . lxlO -3 lx10 -3 . lxlO -9 . lxlO -9 . lxlO -9

• 33x10_ 2 33x10_ 2 .33x10. 2 I o33x]0_ 8 .33x10_ 8 .33x10_ 8

0 0 0 0 0 0

1.33x10 -2 1.33x10 -2 1.33x10 -2 1.33x10 -8 I. 33x10-8 1.33x10-8

0 0 0 0 0 0

1.33x10 -2 1.33x10 -2 i. 33x10 -2 1.33x10-8 1.33x10-8 1.33x10-8

0 0 0 0 0 0

1.33x10 -2 1.33x10-2 1.33x10 -2 1.33x10-8 1.33x]0-8 1.33x10-8

1.3xlO -6' 1.3xlO -6 1.3xlO -6 0 0 0

0 o 0 0 0 0

5. lxl0 -6 5. lxl0 -6 5. lXl0 "6 0 0 0

0 0 0 0 0 o

5. lxlO _ G. lxlO -6 5. ZxlO "6 0 0 0

0 0 0 0 0 o

5. lxlO -6 5. lxlO "6 5. lxlO -6 0 o 0

Table B-11, Q Schedules

Comments

All Q mtrtces are d_agooal 6 x 6 retraces, The _lts

are 0_n_ 2 and (km/sec) 2

B-15

I



Mlssl(m Category 2, Approach Phase

Earth Approach Martian Approach

Trajectory ,Number, Leg,

and Conic

Julian Date at Start of

Conic

Flight Time in

Conic

Initial

Position

Vector (kin)

Initial

Velocity

Vector (k m/see)

(days)

(see)

X 1

X 2

X 3

i¢1

2

i¢3

Slow

1.4.3

2441517.0

+.36300684

Medium

VI. 3.3

2441437.0

+.76863276

2.0 1.2

18,1787.14 106259.56

155163.32

905251.97

101089.59

-.84774909

-4.6592291

-.45215206

6953R7.88

50_103.08

334728.01

-6.4761580

-4.6552528

-3.0191083

Initial Radius (km) 924000.

Initial Speed (km/hec) 4.7 572613

Speed at Re-entry (km/sec) 12.02 13.95

Comments

Fast

VIII. 2.3

2441519.0

+.54912840

Slow

II. 1.3

2441298.0

+.20827791

Fast

III. 1.3

2442707.0

+.40337742

.95 2.3 .57

82106. 067 196585.01 49499. 545

327407.20

765061.40

401573.72

-307361.24

399483.85

282888.09

3.8825985

-9.2633180

•-4.7584814

1.4929547

-1.9791621

-1.4189805

276675.85

448419.60

237601.13

-5.6353044

-8.9984836

-4.7609426

578000. 578000.

2.8564842 11.635976

15.66 5.69 12.63

Table B-12. Nominal Trajectory Data for Mission Category 2,

Planetary Approach Phase

4658
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Mission Category 3, Planetary Reconnaissance

Trajectory Number, Leg,
and Conic

Julian Date at Start of

Conic

Flight Time in (days)
Conic

(see)

- Initial Xl

Position X 2
Vector (km)

X 3

Initial :_i

Velocity X2

Vector (km/sec) :K3

Initial Radius (kin)

Initial Speed (ltm/sec)

Comments

VIartian Parking
IX

Low Altitude

!140 kin)

NA

Orbits
XII

High Altitude
(8,200 kin)

NA

.22 .90

19150.0 75682.874

L

11595.0663540.0000

0.0

0.0

0.0

2. 46370002

2. 46380002

3540. 0000

3. 4843394

Three

0.0

i.3613521

0.0

11595.066

i.3613521

Two

Revolutions

around

Mars

Revolutions

around

Mars

Table B-14. NOminal Trajectory Data--

Planetary Reconnaissance

B-18



I
I

I
I
I

I
I

I
I

I
I
I

I
I

I
I

I
I

I I

v

:>

?

L_

0

o

tm

G)

o
[/2

Ordr,

o

],_

o _

_B

0
o

a_
r_
r_

o,-4
a_

0
o
o

g

0
°r=l

r/l
r/l

° _,,,i

N

g

°P-I

g

©
r,.)

m

_4
I

o

b_

B-19

I



Ea Lh

Y

D_parture

; ! ! !
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Figure B- 1. Earth Departure Phase Conic-VII. 1.1 Trajectory Projection on Ecliptic Plane
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I'rajectory

Slln

Figure B-3.
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Heliocentric Phase-VIl. 2.2 Trajectory Projection on Ecliptic Plane
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Figure B-4. Earth Approach Phase-Trajectory Projection on Ecliptic, VII. 2.3
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SECTION II

PERFORMANCE ASSESSMENT OF NAVIGATION AND GUIDANCE SYSTEMS

FOR ATMOSPHERIC ENTRY PHASES

Atmospheric entry trajectories for landing at a planet, for changing the direction of a

free-fall trajectory by passing through a planet's atmosphere, or for determining a

planet's atmospheric density by measuring the atmosphere's effect on the trajectory M

these are the interplanetary mission phases considered in this study. This por-

tion of the appendix contains the trajectory information, parameter definition for

the navigation and guidance systems, and time histories of navigation variables from

selected simulation runs for the studies reported in Paragraph 3.2 of Volume I. In

addition, studies of entry corridors at Earth and at Mars for different vehicles, con-

trol modes, and Martian atmosphere models are reported here.

2. 1 ATMOSPHERIC ENTRY GUIDANCE AND NAVIGATION PRIOR TO LANDING

2. i. 1 ALL-INERTIAL NAVIGATION FOR EARTH-ENTRY PERFORMANCE STUDIES

Earth-entry trajectories, both direct and skipout, were used to perform statistical

performance assessment studies of four inertial n_vigation systems. These four

systems, two gimballed and two strapdown, are defined in Tables B-16 and B-17.

The four reference entry trajectories are defined in Table B-18. The study results
are reported in Paragraph 3.2.2.1.1.3 of Volume I.

2.1.2 EMS NAVIGATION FOR EARTH ENTRY PERFORMANCE ASSESSMENT

STU DI ES

Electromagnetic sensors, such as horizon scanners, radio altimeters, and ground

trackers (DSIF) can provide navigation capability on atmospheric entry trajectories if

near-future technology provides the c_pability for electromagnetic propagation through
the ionized atmosphere about the entry vehicle. Navigation system assessment studies

of such systems are reported in Paragraph 3.2.2.1.3 of Volume I. The nominal

trajectory parameters, Table B-19, and the navigation and guidance system parameters,
Tables B-20 through B-24 are presented here.

A set of graphs showing the time history of the following navigation parameters is
presented in Figures B-94 through B-102.
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DE LR (km)

ACCEL* (km/s 2)

ACCEL (g)

ALPHCON (rad)

PHICON (rad)

XTIL (krn)

YTIL (km)

ZTIL (km)

XDOTIL (km/s)

YDOTIL (km/s)

ZDOTIL (kin/s)

ZDOTSIG (kmls)

YDOTSIG (krn/s)

ZDOTSIG (km/s)

The position deviation from nominal

The nominal acceleration profile

The actual acceleration profile

Control perturbation in pitch

Control perturbation in roll

Error in best estimate of the X-component of position

deviation

Error in best estimate of the Y-component of position

deviation

Error in best estimate of the Z-component of position

deviation

Error in best estimate of X-component of velocity deviation

Error in best estimate of Y-component of velocity deviation

Error in best estimate of Z-component of velocity deviation

Standard deviation of best estimate of X-component of

velocity

Standard deviation of best estimate of Y-component of

velocity

Standard deviation of best estimate of Z-component of

velocity

These graphs were made by using an option of the performance assessment for run

number 3003, whose defining parameters are given in Table B-20.

Studies were also made to determine the effectiveness of estimating the aerodynamic

coefficients of the entry vehicle when noise is superimposed upon the perturbative

control. Run 3005 (Table B-20) is an example from this study. Figures B-101 through

B-111 show the time history of navigation parameters, including the error in the best

estimate for the drag coefficient CD and the lift coefficient CN.

2.2 GUIDANCE AND NAVIGATION PERFORMANCE ASSESSMENT STUDIES FOR

ATMOSPHERIC BRAKING MANEUVER AT MARS
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Atmospheric braking maneuver at Mars, as a means of changing a free-fall trajectory

by passing through the Martian atmosphere, was a mission phase used for performance

assessment studies of navigation and guidance systems that use electromagnetic sensors.

The study results are reported in Paragraph 3.2.3 of Volume I. The nominal trajectory

parameters are shown in Table B-25. The guidance and navigation parameters are

given in Table B-26. Figure B-114 through Figure B-122 are computer plots of

navigational parameter time histories of run 601.
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WEIGHTING MATRICES FOR A MATRIX GUIDANCE

DURING ATMOSPHERIC ENTRY

This section describes a procedure for choosing the weighting matrices used by A-

matrix guidance, based on the experience gained in the use of the reentry performance

assessment program in the atmospheric braking mission phase. The weighting matrices

consist of control matrices, W U, and state matrices, WX. Both types are positive

definite, symmetric matrices and have dimensions of 2× 2 and 6× 6, respectively.

As described in the guidance section of the mathematical model of the program

description Performance Assessment of Atmospheric Entry Guidance Systems,

Volume II, Part 7, it is the function of the guidance system to minimize the quadratic

performance index

where

N

x__)VN= _ (Ui-lWiU-l_i-1 +-1

i=l

U is th6 perturbative control vector with components 5 c_ and 5¢_, and

X is the six-dimensional state vector of perturbative position and velocity.

It is intuitively clear, and has been verified by simulations, that it is the relative

size of the elements of the weighting matrices that is important; i. e., if all the ele-

ments were magnified by a constant, the guidance law matrices would be unchanged.

To date, only diagonal elements of the weighting matrices have been nonzero which
means that the summation has terms like

for control,

W(11)oU 5a2o

W(11) X x21

for position component deviations, and

W(44)W _21

for velocity component deviations. Since the summation of terms of this type are mini-

mized, it can be seen that the larger the element of the weighting matrix is, the

smaller must be the quantity it multiplies. Assignment of the relative weights to control,

position, and velocity deviations is described by means of the following example.
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It is desired to weight 1 degree perturba_ive control equally with 1 km in posi-

tion deviation and 1 m/sec deviation in velocity when calculations are done in

units of rad, kin, and kin/see, respectively. If the elements of the weighting

matrices corresponding to position are arbitrarily chosen as 1, then the pro-
duct of these elements and 1 km is equal to 1. The other types of elements

of the weighting matrix must be chosen so that

W(11) U 6a_- 1 or (.01745)-2(.01745) 2

W(ll)o U = . 01745 -2

=1

and

therefore

W(44)fR2 = 1 or (l x106) (1x10-3) 2 = 1

W(44)f = 1 x 106

In many cases it is desirable that the terminal deviations in position be small as com-

pared to values at other times. This can be accomplished by weighting the position

elements of the weighting matrices at that time higher than at other times.

The choice of weighting matrices is further complicated by the fact that a given amount

of control effort has different amounts of effectiveness throughout the trajectory as a

function of dynamic pressure and location in the trajectory. That is, a 1-degree change

in roll angle is more effective near the peak g portion of the trajectory than later in

the mission. Similarly, a small correction near the beginning of the entry trajectory

may be more effective than a large one near the terminal point. As a consequence of

the minimization of the performance index, the control effort during the higher aero-

dynamic loading portions of the trajectory would be larger than at other times (even if

the weighting matrices were constant throughout the trajectory). In practice, however,

it may be desirable to expend more control effort toward the end of the trajectory when

the navigation has reduced state uncertainties. In addition, if aerodynamic surfaces

were used to change the attitude of the vehicle, the amount of control effort may not be

important and the weighting matrices would be used to assure that the control both lies

within the linear range and has sufficient magnitude during the late stages of the entry

to correct the trajectory terminal conditions.

Reference to Figure B-115 will indicate that the aerodynamic deceleration for this

atmospheric braking trajectory reaches a peak about halfway through the trajectory

and that its profile is nearly symmetric. The weighting matrices that were used to

generate the guidance law matrices are shown in Table B-26 as WXII and WUIH.

Note that the state terminal conditions during the interval 80 < t < 120 are weighted

B-114
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100 times as high as the state before this time and that the control is weighted much

lower. The latter condition is an attempt to generate guidance during latter stages of

the trajectory. Notice that the ratio of control weighting matrix elements to the posi-

tion element changes from 100, 000:1 to 100:100 or a factor of 105. Figure B-116

shows the resultant large perturbative control that is commanded as a result of this

change in ratio.

The 500-series of runs that were made show the terminal position and velocity

deviations for different weighting matrices. A not entirely successful attempt was

made to keep the navigation errors out of this weighting matrices evaluation by making

frequent observations with three ground trackers which always had the vehicle in sight;
that is, "transparent earth. " Difficulties arose because the variances in the state

decreased rapidly due to the use of three accurate aiding instruments. This resulted

in a low weighting of the observations made by the aiding instruments. If the best

estimate of the state were degraded after this point by a violation of the linear theory

(for example, a large perturbative control was commanded), the statistics describing

the uncertainty in the state would not recognize this and the observations by the aiding

instruments would continue to hold little weight. A much more effective means of

separating the guidance and navigation modes, requiring a change to the program,

consists of replacing the best estimate of the state as computed in the navigation block

with the deviation from the nominal trajectory. This could be done on an optional

basis and used only to evaluate the weighting matrices.

The choice of weighting matrices is dictated to a certain extent by the magnitude of the

initial deviations from the nominal trajectory. The evaluation of the weighting matrices

must be accomplished using a number of different initial state deviations and, in par-

ticular, these deviations should be as large as can reasonably be expected. This is

necessary since the guidance is based on linear theory and if we compare two runs in

which the initial state of the second is perturbed by a factor of two over that of the

first, the output of the guidance block is changed by this same amount. If the pertur-

bative control in the first case had been marginal as far as remaining linear, the con-

trol used during the second run would be well outside the range. Unfortunately, how-

ever, if the weighting matrices are based on the larger perturbation, the amount of

control effort used during the smaller perturbation is less and, indeed, may fall into
the region of noise.

A practical solution is suggested. Choose the weighting matrices so that control is

moderate during runs with moderate initial state perturbations and limit the control

effort on the runs with large initial perturbations. In addition, introduce plant noise

proportional to the magnitude of the control effort as a numerical device to degrade the

statistics when larger perturbative controls are commanded resulting in greater weight

on the observations made by the aiding instruments. Both of these devices will reduce

the error in the estimate of the state at the expense of a minor change to the perform-

ance assessment program. The results which are published in this report were made
with a program which did not have these modifications.
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2.3 EXPLORATION OF PLANETARY ATMOSPHERES

Planetary atmospheric density and/or aerodynamic properties of the entry vehicle

can be estimated by measuring the effect these parameters have upon the trajectory

as the vehicle passes through the planetary atmosphere. Performance assessment

studies of guidance and navigation systems, which have this capability, were performed

for several navigation systems which used inertial and EMS sensors. Two reference

trajectories were employed and are defined in Table B-27. The guidance and navigation

system parameters are given in Table B-28. The study results are reported in Para-

graph 3.2.4 of Volume I.

2.4 ENTRY CORRIDORS FOR ATMOSPHERIC ENTRY AT EARTH AND AT MARS

I

I
i
I

I
I

Several studies were performed using the program described in Volume II, Part 6

of the Interplanetary Guidance System Requirements Study. These studies were made

to determine the entry corridor width for different vehicles, environments, nominal

control philosophies, and control parameters. These corridors were used to help estab-

lish initial conditions for the nominal trajectories used in the entry guidance and

navigation performance assessment studies and also to establish standards that the

midcourse guidance and navigation system must meet during the interplanetary mission

phase.

2.4.1 MATHEMATICAL MODEL

The mathematical model simulated in the program used in this study is presented in

this section. It can describe the following major mission profiles:

1. Single-pass trajectories. This class encompasses those trajectories in

which the vehicle does not leave the atmosphere after having entered it
once.

2. Single-skipout trajectories. This class encompasses those trajectories for

which two entrances into the atmosphere are linked by a free-fall orbit.

In addition to these two major classes, the model provides the possibility of describ-

ing other trajectories such as those encountered in atmospheric braking maneuvers.

The latter can be simulated by starting the program in phase 3. The entry trajec-

tory profile is divided into 7 phases, but the starting point of the simulation can start
in any of these.
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The different phases, as numbered in Figure B-123 are defined as follows.

Phase i: Initial entry phase. A "constant" roll angle control policy is used during

this phase. The sign of the roll angle is allowed to change so that the

vehicle will remain sufficiently near to its initial trajectory plane.

Phase 2: Constant altitude phase. The roll angle is changed such that the vehicle
maintains constant altitude.

Phase 3: Pullout phase. The roll angle is changed according to a prespecified

time history. This is done by specifying the coefficients of two second-

order polynomials in time. The length of time that the two curve fit con-

trol laws are used may be specified. If the vehicle has sufficient speed

and if appropriate coefficients are specified, a path is generated such

that phase 4 will be entered.

Phase 4: Skipout phase. No trajectory control because thrust is available only for
vehicle attitude control.

Phase 5:

Phase 6:
Entry and constant altitude phases. The control policies are equivalent

to those in phases 1 and 2, respectively.

Phase 7: Final descent phase. The vehicle is kept at constant roll angle. The

roll angle can change signs in order to provide out-of-plane control.

A number of basic assumptions were made in the simulation as listed below.

.

.

.

Physical Environment. N°nr°tating planet with a spherically symmetric gravi-

tational potential and an exponential nonrotating atmosphere constitutes the

physical environment.

Vehicle Configuration. A rigid lifting vehicle without any thrusting capability

outside that required for attitude changes is assumed.

Nominal Control. Aerodynamic control is achieved through changes of the

roll angle, _, and angle of attack, _. Control philosophy is dependent upon

the scientific phase of the flight and is described in a phenomenological manner

in the next paragraph.

2.4.2 NOMINAL CONTROL PHILOSOPHY

The nominal control philosophy, as described in detail in Volume II, Part 6, is
summarized here because the re-entry corridor is very dependent on it and its associated

parameters.
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2.4.2.1 Roll Control

The roll angle of the vehicle is determined by computing a commanded roll angle,

(Pc, and requiring the vehicle to rotate from its current to the commanded orientation

at an angular rate, c0(P, which is proportional to the angular difference between the
commanded and current orientation. That is

where I_) is a preselected constant which represents the vehicle response to the con-

trol system. The angular rate is limited to another preselected constant, fl_p.

The in-plane control is pha_e-dependent and is described below.

1. Nominal Control During Phases 1 and 5. _c is set to a constant. These
phases are terminated on one of two conditions selected by the user:

a. _ =0

2,

b. The earlier of (1) _ --- 0

(2) _ _ Cvp c g_f_oR and F < go Cvpc should be nonpositive

Nominal Control During Phases 2 and 6. The roll angle control is given by

7r -I y -K3(t- Tc)

_c -- _2 +sin (K1A_ +K 2Ar)+_ 5e

This control law provides an in-plane component of normal force required

to maintain constant altitude. The gains K 1 and K 2 may either be input, in
which case they are constant through the constant altitude phase, or computed

as time-varying functions of input values of damping, _, and period, T. The
term

-K3(t- Tc)
_Se

Q

can be used to make ICOc[ = n"at the beginning of the constant altitude. This

can be helpful in preventing an unintentional skipout.

Nominal Control During Phase 3. The roll angle used a variable and is

specified as

_0c = IF 0+ F 1 (t- Tc)+F 2 (t- Tc)2_

F0, 1_, and F 2 are appropriate input quantities; T' is the time at beginning
of pullout phase, c
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4. Nominal Control During Phase 7. The roll angle is used as a control variable

in the same way as in phases 1 and 5.

The out-of-plane control is accomplished by multiplying the commanded roll angle by

±1 where the appropriate value is chosen so as to direct the normal lift vector toward

the trajectory plane determined by the initial position and velocity vectors. The sign

+1 is changed when the absolute magnitude of the sine of the angle between the nominal

trajectory plane and the velocity vector is greater than Es' a preselected constant.

2.4.2.2 Angle of Attack Control

The angle of attack (ol) may be either held constant or varied for all phases except

phase 4, during which no atmosphere is present. The variation of the angle of attack

is referred to as pitch modulation control; c_ is varied between maximum and minimum

values so as to try to make the magnitude of the aerodynamic acceleration (a') attain

desired values, a_o m. The aerodynamic acceleration, a', is input for each phase in
which a is not constant.

2.4.3 RESULTS OF THE STUDIES

The inputs defining the various studies are presented in Table B-30. A detailed ex-

planation of the symbols used in the headings is presented in Paragraph 3.1.3 of the

Nominal Trajectory Program Description (Volume II, Part 6, Version II). A dash

indicates that either no input is required or the c_uantity at the top of the column varies.

The Time-Varying Gains refer to _ 2 and _ 2 (damping ratio and period for Constant

Altitude Control) as opposed to K21 and K22 (constant values of gain).

The environment consists of the sea-level gravitational acceleration of the entry planet

(go;m/sec2), the sea-level, atmospheric density (po;kg/kma) , and the exponential

decay factor (/_'; 1/km) of re-entry planet.

The vehicle characteristics consist of the ballistic coefficient (W/CDA;kg/km2), nomi-

nal angle of attack (a "; radians, not used wben pitch modulation is employed), curve

fit coefficients for the drag [CDi(O_)]and lift [CNi(a)]coefficients.

The Nominal Control parameters include the nominal control interval (AtG;sec) ,

pseudo-autopilotgain (K_),maximum roll rate(/_q_; rad/sec), out-of-plane control (_s),

constant altitude parameters (K21, K22; sec/km, 1/km constant gains, _2 ' T2 (sec) ,

damping ratio and period for calculation of time-varying gains). The parameters con-

trolling pitch modulation are the desired values of aerodynamic deceleration in the

first constant attitude phase and the constant altitude phase (a_o m, 5, anom' , 6; earth

g's), and the limits onthe range of values the angle of attack (_) may have such that

the CDiCNi curve fit parameters are valid (amin,_max; radians).
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The Maximum Corridor Width is the range in k from overshoot at _ = _ to undershoot

at _o = 0).

The studies are divided into the 5 categories listed below.

2.4.3.1 Entry Corridor Widths As a Function of Entry Velocity (V-_/)

The corridors shown in the V-_/ studies (Figures B-124 through B-128 depict the maxi-

mum capability of a particular vehicle to enter the planetary atmosphere specified. The

upper curve (large values of 1_/I, undershoot boundary, is determined by holding the

lift vector up (cO= 0) during the first constant altitude phase. The lower curve over-

shoot boundary is obtained by keeping the lift vector pointed down (cp= _') throughout

the first phase. When the initial conditions of the vehicle place it above the curve

representing the undershoot boundary an aerodynamic deceleration of 10 earth g's will

be exceeded at some point on the trajectory.

If the in:trial flight path angle 0/) is below the overshoot boundary (at a particular entry

speed), the vehicle will not remain within the atmosphere.

Employing pitch modulation in the control philosophy increases the corridor width by

allowing the vehicle to enter with a larger 1_I without undershooting. Since pitch mod-

ulation involves varying the angle of attack (which determines the lift over drag ratio)

in an attempt to maintain a constant level of aerodynamic deceleration (e. g., 7 g),

peaks of deceleration are reduced. This has the effect of raising the undershoot bound-

ary and leaving the overshoot boundary essentially unchanged.

The low velocity Martian corridors (Figures B-126 to B-128) show a decreased cor-

ridor width for both pitch-modulated and nonpitch-modulated control philosophies. The

Martian atmosphere is so tenuous that at low velocities the magnitude of the lift is

insufficient to keep the vehicle from plunging into the surface of the planet. At velocities

where this was a problem, an alternative criterion was used to specify the location of

the undershoot boundary. This criterion stated that the vehicle must have entered its

constant altitude phase before an altitude of 30, 000 feet was reached or the trajectory
was considered to have undershot.

2.4.3.2 Entry Corridor Widths as a Function of Vehicle Dynamics ( _P-T )

The actual entry corridor is more realistically represented by a graph of roll angle versus

actual entry corridor is more realistically represented by a graph of roll angle versus

flight path angle for a particular entry velocity than by the V-T graphs. A c_-T graph

shows the effect of the roll angle control philosophy on the entry corridor. For example,

the first constant attitude phase of the trajectory may have a roll angle of 0. This roll

angle will have associated with it both an undershoot and an overshoot boundary. How-
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ever, only the undershoot boundary is shown by the V-_/graph. The ¢P-T graphs show
the undershoot boundary on the right and the overshoot on the left. Figures B-129 and

B-131 demonstrate the effect of initial velocity upon re-entry corridor.

The effects of various control philosophies is clearly shown in Figures B-131 through

B-135, Figure B-131 was formed using the standard nonpitch-modulated change to

the constant altitude control phase when the radial velocity equals zero (_ = 0) control

philosophy. The discontinuity at _p= y/2 is caused by the control used to keep the

vehicle near its initial trajectory plane. When the sine of the angle between the cur-

rent velocity vector and the initial trajectory plane exceeds E s, the sign of the com-

manded roll angle (_c) changes. The maximum rate at which the roll angle changes to

attain its commanded value is fl_. The direction of roll is such that _ radians is the
greatest angle traversed. Thus at IC_cl > _'/2, the vehicle rolls through _ = _', and at

lope] < y/2 the vehicle rolls through _ = 0. The added upward or downward force

provided by the lift vector during its roll shifts the satisfactory region of the ¢p-_/

graph.

Figure B-132 was formed by changing to constant altitude control when either radial

acceleration equals zero (i: = 0) or radial velocity equals zero. A typical radial veloc-

ity time history for Mars II at _ = y/2 near the undershoot boundary is shown in Fig-

ure B-130. In the region R, the radial velocity is close to, but never reaches, zero.

Thus, if the program was to switch to constant altitude control in this region (e. g.,

at i: -- 0), a satisfactory trajectory may result.

The use of pitch modulation in the first two phases of the trajectory (first constant atti-

tude and constant altitude) gives the greatest increase in the usable corridor width as

shown in Figure B-133,when compared to Figure B-131. This graph was formed by

varying the pitch in an attempt to maintain an aerodynamic deceleration of 7 g in the

first constant attitude phase and 6 g in the constant altitude phase. By adding the

capability to switch to constant altitude control on ¥ = 0, the corridor is widened

enough to overlap the regions of discontinuity (Figure B-134).

The discontinuity at ¢p= y/2 may be eliminated by either not attempting to keep the tra-

jectory near the initial trajectory plane (Figures R-137 and B-141 where Es = 0.7),

or by modifying the control philosophy. One such modification is shown in Figure B-135

where the direction of roll depends upon the region of the _-T graph specified by the

initial conditions of the trajectory. The undershoot boundary (right solid line) is obtained

by always rolling upward (through c_ = 0). The overshoot boundary is obtained by rolling

downward. The dotted lines indicate the previous boundaries (Figure B-133) obtained

b v rolling through an angle less than or equal to y radians. This control policy cer-

tainly eliminates the discontinuity, but its implementation introduces the added require-

ment that the vehicle "know" its initial conditions accurately enough to locate its posi-

tion in the ¢O-T graph so that the proper initial roll angle can be selected.

Since the composition of the Martian atmosphere is uncertain (estimates designated as

Mars I, I.I, III), the areas of successful entry on a ¢P--T graph must overlap. Figure

B-139 indicates that effectively no overlap exists at an entry speed equal to twice cir-

cular speed without pitch modulation. Even using pitch modulation provides overlap
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only between adjacent estimates of the atmosphere (Figure B-140). An overlap of

only 30 milliradians exists between the Mars I and HI atmospheres if the entry speed

is reduced to 13, 000 ft/sec (slightly above circular), and the control philosophy includes

pitch modulation (Figure B- ]3 8_.

The overshoot boundary is strongly determined by the ability of the vehicle to roll in a

manner such that it maintains a constant altitude. The gains used in this roll angle

control (see math model) may be input as constants or may be computed by specifying

the damping ratio and the period. The latter method is deisrable if there exists a sig-

nificant uncertainty in the composition of the atmosphere because this results in an
uncertainty in the aerodynamic deceleration which is used in determining the constant

gains. (The same equations are used for computing the constant gains as are used for

the time-varying set but the calculations occur only once in the former case. )

Figures B-129 and B-137 present entry corridors for Earth using the Apollo and

HL10-type vehicles, respectively.

2.4.3.3 Effect of Out-of-Plane Control on Entry Corridor (Es-T)

A study of the effect of the out-of-plane control parameter, _s (previously described),

on the discontinuity in the ¢P-7 plots at _0= 7r/2 is shown in Figure B-142. The regions

of satisfactory entry are R 2 and R 4. The region of overlap of the continuity is about
,

0.01<es< 0.1. If es > _s, no discontinuity exists.

2.4.3.4 Effect of Maximum Roll Rate on Entry Corridor Widths (/_q_

The rate at which the vehicle can roll has a strong influence on the entry corridor as

shownin Figure .B-143. It is important to note that a V-_/ type graph would not reflect

this dependence. At _p= 0, there is very little change in the undershoot boundary and

at _0= 7r, there is only a small change in the overshoot boundary. The large changes

occur in the overshoot boundary at _0<v/2 and in the undershoot boundary at _0>7r/2.

These changes are due to the inability of the vehicle to reorient its lift properly as the

roll rate decreases when entering the constant altitude control phase (that is, down,

near the overshoot boundary and up, near the undershoot boundary).

2.4.3.5 Effect of Ballisiic Coefficient on Entry Corridor Width (W/CDA)

The last study investigated the effect of varying the ballistic coefficient on the entry

corridor (Figure B-144). Three extremely thin corridors (shown as a line) are

shown representing three ranges (W/CDA; CD is a ftmc*.icn of the pitch angle) of bal-

listic coefficient. It should be noted that a V- T graph would indicate a corridor width
of about 20 milliradians without indicating that the allowable uncertainty in the know-

ledge of the flight path angle must be accurate to less than 1 milliradian.
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Error Source Units Budget A Budget B

GYROS

Random Drift

X-gyro

Y-gyro

Z-gyro

g-Dependent Drifts

acceleration along input axes

X-gyro

Y-gyro

Z-gyro

acceleration along spin axes

X-gyro

Y-gyro

Z-gyro

g2-Dependent Drift

acceleration along input and

spin axis

X-gyro

Y-gyro

Z-gyro

ACCE LEROMETERS

Bias

X-accelerometer

Y-aceelerometer

Z-accelerometer

Scale Factor

X-accelerometer

V-accelerometer

Z-accelerometer

Non-Linearity

X-accelerometer

Y-accelerometer

Z-accelerometer

Sensitive Axis Misalignments

X-Y

X-*Z

Y-Z

INITIAL A LIGNME NT

_x

_Z

meru

meru

meru

meru/g

meru/g

mcru/g

meru/g

meru/g

meru/g

meru/g 2

meru/g 2

meru/g 2

_g

_g

#g

_g/g

_g/g

_g/g

_g/g2

_g/g2

_g/g2

arc-see

a re- sec

,_rc-sec

flrc- sec

_t re- sea

a rc- sec

15

10

15

15

10

15

204

204

204

100

100

100

10

10

10

41

41

41

41

41

41

2.5

3

3

I0

3

3

0.5

0.5

0.5

200

200

200

50

50

50

10

10

10

35

50

15

41

41

41

!

!

'Ii

I

I

Table B-16.

4685

Gimballed IMU Error Budgets Employed in Atmospheric Entry Studies
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Error Source

GYR(_

Random Drift

X-gyro

Y-gyro

Z-gyro

g-Dependent Drifts

acceleration along input axes

X-gyro

Y-gyro

Z -gyro

acceleration along spin axes

X-gyro

Y-gyro

Z-gyro

g2-Dependent Drifts

acceleration along Input and

spin axes

X-gyro

Y-gyro

Z-gyro

Input Axes Misalignments

X-gyro Input -. output

X-gyro input -* spin

Y-gyro Input - output

Y-gyro Input _ spin

Z-gyro Input -* output

Z-gyro Input -*spin

Scale Factor (rats gyro only)

X-gyro

Y-gyro

Z-gyro

Nou-linearity (rats gyro only)

X-gyro

Y-gyro

Z-gyro

ACCE LEROMETERS

Bias

X-acoelerometsr

Y-accelerometer

Z-acoelerometer

Scale Factor

X-accelerometer

Y-aceeleromster

Z-acceleromster

Non- IAnearity

X-accelerometer

Y-accelerometer

Z-accelerometer

Input Axes Misalignment
X-_y

X_Z

Y-_Z

Y_X

Z_X

Z_y

INITIAL ALIGNMENT

_x
_y

_Z

Units

_ru

meru

meru

meru/g

meru/g

meru/g

meru/g

meru/g

meru/g

meru/g 2

meru/g 2

meru/g 2

arosec

arcseo

arcsec

arcsec

aroseo

arcsec

10 -6

10-6

10-6

10-6/(rad/sec)

10 -6/(rad/sec)

lO-6/(rad/ssc)

Fg

_g

_g

Fg/g

_g
_/g

_g/g2

_g2

arcsec

arcsec

aresec

arcsec

arcseo

&rosec

arcsec

arcsec

aresec

Rate Oyro _y|tem

20

2O

2O

50

50

50"

30

30

30,

20

20

20

20

2O

20

20

20

2O

16.0

16.6

16.6

2666.6

2666.6

2666.6

300

3O0

300

210

210

210

60

60

60

3O

3O

3O

3O

30

3O

30

3O

30

RIG G_ro System

6-

0

6

10

10

10

10

10

10

I0

10

10

10

10

I0

200

20O

200

100

100

100

10

10

10

18

18

18

18

18

18

30

30

30

Table B-17. Strapdown System Error Budget Employed in Atmospheric

Entry Studies
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I
I

I
I

I
I

I
I

I
1

I
I

I
I

I

I
I
I

Nominal Trajectory Description

Reference Mission Class (Number)

Description

Environmental Data

Central Body

Atmosphere Model

Gravity Model

Trajectory Data
Initial Conditions

Altitude (km)

R _m)
V (m/sec)

Re-entry angle, ¥ (radians)

X (km)
Y (km)

Z _m)
(m/sec)

(m/sec)

(m/sec)
Terminal Conditions

Time of Flight (sec)
Altitude (kin)

R _m)
V (m/sec)

V (tad)

Central Angle (rad)
X (km)

Y (km)

Z (km)
:_ (m/sec)

(m/eec)

(m/sec)
Terminal Conditions for Sklpout

Trajectories

Initial Atmospheric Portion

Duration (sec)

Minimum Altitude (kin)
Central Angle (rad)

Exit y (rad)
Free-fall Portion

Initial V (m/sec)

Duration (sec)

Maximum Altitude (kin)
Central Angle (tad)

Final Re-entry Portion

Re-entry y (rad)
Initial V (m/sec)

Duration (sec)

Central Angle (rad)
Vehicle Parameters

Type
L/D(nd)
Mass 0dlograms)

Guidance and Control Parameters

Initial Roll Angle (rad)

Maximum Roll Rate (tad/see)

Trajectory Plane Constraint; ER (rid)
IMU Environmental Data

Aerodynamic Acceleration (m/sec 2)

Maximum Body Angular Rates
(rad/sec)

10A

4(Vl)

Single pass

re-entrywtth

pitch modula-
tion control

Earth

Exponential
Spherical

122.

6500.6
1_946.2

-. 122
-5147.3

1144.1

3802• 0

-6242.6
-8976.5

-8657.4

511

20.6

6398.8

304.8
-.8145

• 520

-6140.2

-1014.9

1487.3
195.6

-97 • 1

-212.7

Apollo
0.5

4985.3

.7854

• 698
10-4

59.65

.69813

Mission Phase
10B

4(Vl)
Single pass

re-entry with-

out pitch
modulation
control

Earth

Exponential
Spherical

122.

6500.6
13946.2

-•122

-5147•3
1144.1

3802.0

-6242•6

-8976.5
-8657•4

785• 7

20.1
6398.2

304.8
-.658

• 699
-6136.9

-1716.7

584.0

200.4

-92.7
-210• 1

Apollo
0.5

4985.3

• 7854

• 698
lO-4

66.23

.69813

llA

4(Vl)

Single skipout
with large

(280 ° ) central

angle; pitch
modulation
control

Earth

Exponential

Spherical

122.

6500.6
13946•2

-.122

-5147.3

1144.1

3802•0
-6242.6

-8976.5

-8657.4

5957.

20•0

6398.1
304.8

-. 6572

5.781

-2758.3

2939.1
4968.9

-127•7

-197.6
-193.6

liB

4(V_

Single skipoul
with small

(S0O) central

angle; pitch
modulation

control

Earth

Exponential
Spherical

122•
6500.6
13946•2

-.122
5147•3

1144.1

3802.0

-6242.6
8976.5

8657.4

1814.8
20.5

6398.6

304.8
-.8180

1.940

-1464.9

-4202.8

-4597.0
245.7

158.2

96.7

284.9 222.5

59.7 50.3
,457 .357

.0710 .0987

8213.9 7439.1

5053•1 1278•5

1731.1 362.3

4.906 1.388

-.0711 -•0986
9213.4 7439.6

619.2 313.8

.418 .1945

Apollo
0.5

4985.3

.7854

•698

10--4

Apollo
0.5

4985.3

.7854

.698
10--4

124.17
•69813

59•65

• 69813

Table B-IS. Reference Trajectory Parameters for Atmospheric Re-entry at Earth
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Trajectory
Data

Vehicle

Data

Environment

Homlnal Guidance

and

Control Philosophy

Mission Class

Vehicular Position

and Velocity

Max. Deceleration

Time of Flight

Cgo_s Section Area

Lift-drag Ratio

Atmos. Surface Density

Atmos. Decay Factor

Planet Radius

Surface Gravity

X

Y

Z

X

Y

Z

r

V

Y

G

(km)

0_m)

0_m)

(m/sec)

(m/sec)

(m/sec)

(m/oec)

(lad)

(g's)
max

TOF (sec)

M (kg)

S (km_)

L/D

P (kg/km 3)
O

_, (kin-1)

R (km)

go (km/sec2)

Manned Earth

Single Pass Entry

-5147.2705

. 1144.0607

3801.9823

-6242.6251

-8976.4800

-8657.3749

_J6500_64_3

13946.246

-.12221453

6.7

72O

4985.4931

1.2021652×10 -5

.5

.13915225x10 _

.13961021

6378.165

.97982665_10 -2

Superclrcular

Roll Angle = rT/4

Constant Altitude

Subcircular

Roll Angle = 0

Angle of Attack =

.5411

I

I
I

I

I
I
I
I

I
I
I
I
I
I

Table B-19. Nominal Mission Data for Manned Earth Single Pass Entry Employed

in Performance Assessment of Navigation with Electromagnetic Sensors Only
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INSTRUMENT VARIANCES

3

INSTRUMENT

BC, RIZON SENSOR

Random

2
oq (rod) 2

0_6 (rad) 2

0_# (rod)2

liras

2 2
Cra (rnd)

o_ (rod) 2
2

_ (rod) 2

RADIO ALTIMETER

Random

2
Oh (kin) 2

#h (m/aeclZ

Bias

2
Oh (kin) 2

0'_ (m/sec) 2

GROUND TRACKER

Random

O2 (km) 2

0"_ (m/sec) 2

ff_ (rod) 2

O_ (rad) 2

Bias

IMU

Random

ff2X (m/sec) 2

O_ (m/sec) 2(m/zee)z

Bias

2 2
<Y (arcssc)

_°R (meru)2

2 2
o K (morn/g)

O_b (10-6g/g) 2

o_fl (10-6g/g) 2

• 235× 10 -8

• 235× 10 -_

• 235x 10-!

1

• 25_ 10 -4

• 25

• 225_< 10 -3

• 9x 10 -3

• 305)< 10 -5

• 305× 10 -'_

0

• 9x 10 -3

• 9× 10 -3

• 9× 10 -3

.4x I01

.4× 101

.25x 104

.lx 105

.25× 104

.3 × 10 -7

.3× 10 -7

.3x 10 -7

.3× 10 -5

.3× 10 -5

.3× 10 -6

2

.4x 10 -3

.9 × 101

.25_<10-2

.25_ 10 2

.gx 10 -1

.9 × 10 -1

.9x 10 -1

.9× 102

.9x 101

.25× 102

.Ix 105

.25x 104

.76_ 10 -6

.76<10 -6

• 76× 10 -6

3

.9_10-3

• 25× 10 -2

.9 × 105

.9× 103

.25 × 104

• lx 107

.25_ 106

• Ix 10 -1

.gXlO 1

6

t _ 1000 t> 1000

.2XlO -1 .1

• 18x102 ,9×102

The horizon sensor measures two angles (a, 6 ) defining the local vertical and planetM subtended angle (fill)

The radio altimeter measures altitude (hi and time rate of change of altitude (_)

The ground tracker measures range (p), range rate (0), azimuth (T1) and elevation (#}

The IMU measures the integral of non-gravitational acceleration (X, Y, 7-). The bias errors consist of

initial platform minalignment _o), random drift (R), g dependent drift (K), accelerometer bias errors (b),

and aceelerometer scale factor (k).

In all runs for re-entry performance assessment, the instrument bias errors have been chosen as the positive

square roots of the variances as tabulated on this page.

Table B-21.

B-128
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• 1× 10-1

• Ix 10 4

4691

Instrument Error Variances Used for the Entry Guidance and Navigation

Performance Assessment
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Trajectory
Data

Vehicle

Data

Environment

Nominal Guidance

and

Control Philosophy

Vehicular Position

and Velocity

X (kin)

Y (km)

Z (kin)

X (m/sec)

Y (m/sec)

Z (m/sec)

r (kin)

V (m/sec)

¥ (rad)

Max. Deceleration G (g's)
max

Time of Flight TOF (sec)

Mass

Cruss 8ectiom Area

Lift-drag Ratio

Atmos. Surface Density

Atmos. Decay Factor

Planet Radius

Surface Gravity

M (kg)

s (kin)2

L/D

Po (kg/km3)

fl' (kin-1)

R (kin)

go (km/sec2)

-2781.3483

1761.6086

1259.9220

-5373.4887

-10074.574

-5409.2494

3525.1335

12634.510

-.21764267

3.8

120

4985.4931

1.2021653× 10 -$

.5

• 131937x 10 8

• 1111056

3400. 1658

• 37174404 k _)2

Roll Angle = 0

Angle of Attack
= . 5411

I
I

I
I

I
I

I
I
I
I

I
I
I
I

Table B- 2 5.
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Nominal Mission Data for Martian Atmospheric Braking Trajectory
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Trajectory
Data

Vehicle

Data

Environment

Nominal Guidance

and Control

Mission Class

Vehicular Position

and Velocity

Max. Deceleration

Time of Flight

Mass

Cross Section Area

Lift-drag Ratio

Atmos. Surface Density

Atmos. Decay Factor

Planet Radius

Surface Gravity

X(km)

Y(km)

Z(km)

x(mlsoc)

_(m/sec)

_.(mlsec)

r(km)

V(m/sec)

_{rad)

Gmax(g's)

TOF(sec)

M(kg)

S{km2)

L/D

00(kg/km3)

ff (kin-l)

R(km)

g0(km/sec 2)

10g ,Mars Unmanned

Entry from

Parking Orbit

3538.9676

-1273.5815

4117. 1426

0

3538.9875

4309. 6257

-.3

10

160

100

.23>< 10 -5

0

• 131937x 108

.1111056

3400.

.37174404× 10 -2

Roll Angle = 0

Angle of Attack = 0

Parameter Estimation

during Atmospheric

Braking

- 2761.3483

1761.6086

1259.9220

- 5373,4688

-10074.547

- 5409.2494

3525.1335

12634.510

- .21764267

3.8

Partl: 120

PartlI: 1600

4985.4931

1.2021635× 10-5

.5

.131937_108

.1111056

3400.

.37174404× 10 -2

Roll Angle = 0

Angle ofAttack = •5411

4690

Table B-27. Nominal Mission Data for Trajectories Used in the Exploration of

Planetary Atmosphere Studies
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J J NAVIGATION

._ _ E .... Budget _ --

_ _ensor Random Bias
initial

_ 481 x 3 4 P0,B4
No
-_ ._-- 482 X 11 3 4 PI,B4

_ _ 484 X 4 2 4 _. _

485 x 4 2 4 Pl, B4

486 x 4 2 4 P3, B4

427 x 1 2 1 PItBI

428 x 1 2 1 P1,B2

429 x 1 2 1 P1,B3

459 x 1 3 1 P4.B3

460 x 1 3 1 P4,B3

461 x 1 3 1 P4,B3

424 x x 4 3 2 2 1 P1,B1

425 x !x 4 3 2 2 1 P1,B2

439 x:x 4 3 2 2 5 PI,B1

440 x x 4 3 2 2 5 P1,B2

:x 5 PI,BI433 3 2

m

434 a 3 2 5 Pl, B2

._ 435 x 3 2 5 PI,B3

438 x 4 2 5 Pl, BI

437 x I4 2 5 P1.B2

_ 438 X 4 2 5 Pl,B3
451 x 4 2 5 P4, B1

°_ 452 x 4 2 5 P4, B2

454 x 6 2 5 PI,BI

Q
455 x 6 2 5 PI,B2

445 x 4 2 10 Pl. B1

446 a 4 2 10 P1,B2

448 x 4 2. I0 P4, B1

449 x 4 10 P4, B2

430 x x x 4 3 1 2 2 1 P1, B1

431 x x x 4 31 1 2 2 1 PI,B2

432 x x x 4 I 2 2: I PI,B3

442 x x x 4 1 2 2 1 P0,B3

444 x x x 4 1 2 2 1 P4,B3

416* x x x 4 1 2 2 5 P3,B5

420* X x x 4 i 2 2 5 P3,B6

423* x x x 4 I 2 2 5 P3.B6

475 x 4 2 " 20** P0,B3

476 x 4 2 20** PI,B3

Sensors:

GT ground tracker

RA radio altimeter

HS horizon sensor

IMU Inertial measurement unit

* Estimation Is on current atmospheric density rather than on sea level density.

CONTROL

Initial

State

Perturba -

tlon

X0, C4

X1, C4

X3, C4

X0,C4

X1, C4

X3,C4

XI.CI

XI,C2

X1,C3

X4, C3

X4,C3

X4, C3

XI,CI

X1,C2

X1,CI

X1, C2

XI,C1

Xl, C2

Xl, C3

XI,CI

XI, C2

Xl, C3

X4,CI

X4,C2

X1,C1

X1,C2

Xl,Cl

X1,C2

X4.C1

X4.C2

X1,C1

X1,C2

X1,C3

X0,C3

X4, C3

X0,C5

X0, C6

X0, C6

XO, C3

X1,C3

Interval Weighting

(sec) Matricee

I i
No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

Variance of

Noise

(rad) 2

No Guidance Used

No Guidance Used

No Guidance Used

5a=6_=0 3×10-5 , 3v 10-5

6a=6_'0 .3_I0-3.. 3v 10--3

5a =6_P=O 0,0

No Guidance Used

NO Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

No Guidance Used

4692

** No observations are made while In the atmosphere (first 120 seconds). Observations are every 20 seconds after this.

Note: The tabular data contained under Error Budget, Initial Statistics, Initial State Perturbation, end Weighting Matrices Is defined in

Tables B-2I, B-22, B-23, and B-24, respectively

Table B-28. Guidance and Navigation System Parameter Definition for the Explora-

tion of Planetary Atmosphere Studies
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m

a

,_ Error in Estirrmte (_} and Statistics (ox)

o
Position Veloctt_ Aornd mamic

_ oR _ % F% _c_
J (km_ _m) (m/sec) (m/.*o) , '=cD %.

481 .27 .18×10 -2 .lSxl0 ! 50>:I0 -I .2x10 -! .70:<10 -11

482 .26×101 .16 .15x 10 ! 20x10 ,I .9:<10 -2 71:<10 -!

483 18x 10 "d .83:< 10 -1

5:<10 -2 70×10 -I

.5×10 -2 70:<10 -I

.4×10 -* .70:<10 -I

.9:< 10-I .llxl0 -! .4xi0 -I llxl0 -!

• 18×101 • 14:<10 ! ,42 .20

24:<10 -! .13 .32 .25

.14 .21 .34 .29

llxlO l - 12×10 i .17 .43

• 79 .14 .15x 10 ! .19

,41 .14 ,54 .10

.98 .14 . llx 101l .II

Maximum Control

484

485

486

427

428

429

459

46O

461

424

425

439

44O

433

434

435

436

437

438

451

452

454

455

445

446

448

449

430

431

432

443

444

2:<10 -! ,_:< I0 -i

Atmosphere Pitch Roll

8"_0 (70 6a 6;)

Ikg/km3_ (kg/km s) (rld) (rad)

• 5× 10 s .93:< 10 I: i 0 0

.2x101 93×10 s 0 0

.12:<101 93×10 O 0 0

.Ix10 ! .93x10 s 0 0

• 7:< lO s 93:< tO ! 0 0

.8×101 93:< 101 0 0

0 0

I:<I0 i .14:< I0 ! 0 0

2:< I0 -! 50x 10 -! 3x 10 ! .76:< 10 e 0 0

.92:< I01 .39:< 10 ! 57:< 101 ,llxl0 ! .I0 ,75xi0 "I .I0 .07:< I0 -! 2:<I0 v .12x10 v

.21:<101 39x10 i .22×101 .88x101 .14 ',T2xIO -I .F_xlO "l .67xlO -t .23x10 v ,12 :<lOT

.23:<10 l .39x10 ! 17>(103 .89:<10 t .16 .71×I0 "! .20 .68x10 -! .27x10 v . .12xlO T

.53 .25 .73:< lO I .29:< 101 OxlO -I .58x 10 "! _2xlO "| .42x10 -_

.32 .18 .37:< 10 ! . 16xlO ! .4xlO ! .05 xlOi

.65 .42 67x101 ;.60:<101 5x10 -1 .83x10 -_ .2x10 -I .59x10 -1

• 49 .26 39x 10; .30:< 10 ! .3:< I01 . ?4x 10 I

.21xlO I .15xlO t 31×10 ! .24:<10 I .41xlO -! .28×10 -! .18xlO -! .16:<10 -I

.97 .93 11:< 101 .12xlO 1 .3xlO i .26x10 !

.21xIO ! 15xlO I 31)<101 .24x101 37xlO-1[.62xlO -! .17xlO -! .59x10 -I .exlO I .77:<10 I

.35 .41 79:< 101 .62x tO l .2×10 -I .87x10 -! . ft× lO-= .81× tO -1

.31 .27 .22× IO I .3Ox tO ! ,SxlO i • 77x 10 I

.43 .43 I.ll×lO 2 .62x101 .SxlO -R .6×10 -! .18:<10 -I .56x10 -t .3xIO s .75×101

16>101 .39x101 .13×tO 3 .13×101 .3:<10 -1 .1×10 -I .19:<10 -I .86:<10 -1

12:< 101 .3gx10 ! .15:< I0= . 12× 1OI!

.92 10:< tO I ,12x 101 .16:< 101! .45x 10 -! .2:< lO "t .13:< l0 -!

.47 31 .46x IO i .37x IO s.

.23 55 .5'F×I0 ! .81)<10 I. .2x10 -I .II:<I0-I -ll:<lO'! - 70xI0-1

.29 .32 .18xlO ! .39x10 !

16:<lO 1 .39x101 .IlxlO 2 .15xlO z .3xlO -3 .12:<10 -! .23x10 -I .lOxlO -I

14x lO ! .39x 10 ! . i3x IO 2 . 15:< IO!

.17 .11 .ll×lO I .18 .SxlO -I 49x10 _ .8:< IO -2 .46× lO -'z

.29 .11 .1T .18 .9:< l0 t 61)<10 I

.15 .13 .29×10 i .33 16xlO -t .6OxlO -I .19:<10 -I .56:<10 -! .lxlO I 75×10 I

.47 .57 .73:<10 t .94×10 °! 22:<10 -! .flO ×]O-i .9×10 -I .56 xlO-t • 3xlOs 75x101

.29×10 ! .12xlO I .30xlO 2 .72x101 2IxlO -! .60×10 -1 .24×10 -I .56x10 -t .2×101 .75x10 ¢

416" .66 .86 .17x]O ! .51:< 101 .65" I. 15:< lO2
i

420" .70x I01 .86 .70:< 10 _ .33:<10 ! • 51:< 10-! % 85 :< lO-s

423* .63:<101 .86 .58:<10 _ .33x101 .21 ×102. • 20x102

475 .27 .32 .18 .29 .18:<10 "_ .60×10 "i .16 xlO'l .56:.<10 -I .2×101 .75 xlOI

_ 476 .74 .48 .44 .46 .16×10 -! .60×10 -! .17×10-! .56x10 -I .3×10 _ .75:<10 I

• Estimation le on current atmospheric density rather than sea level density.

Note: AR = magnitude of terminal position perturbation.

AV = magnitude of terminal velocity perturbation.

0 0

0 0

0 0

0 O"

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

.3xlO _ . llxlO I 0 0

0 0

.6:< 101 .8:< l0 s 0 0

0 0

, I:<10 _ ,85x I0 i 0 0

0 0

,3×IO f 13×I0 _ 0 0

0 0

O 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

4693

Table B-29. Trade-off Results of the Exploration of Planetary Atmosphere Studies
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Figure B-94. Plot of the Magnitude of the Position Perturbation, AR --_km,

vs Time ,-_ secs for Earth Single Pass Entry (Run 3003)
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Figure B-95. Plot of the Aerodynamic Deceleration along the Actual,

a ,_ gls and Nominal, a* .._ g_s, Trajectories vs Time ._ secs for

Earth Single Pass Entry (Run 3003)
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Figure B-96. Plot of the Perturbative Control in Pitch, 6_ _rad, and Roll,

6¢_ --_tad, vs Time .._ secs for Earth Single Pass Entry (Run 3003)
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Single Pass Entry (Run 3003)

B-143



i+,
C

T
zl

C_

'+i

c_

..+

c

c'

I

C I

0 I I

I

c I
c I

o 1

i iiT• !
I

0_ 0_

I

I
I

I

!

I
I

I

I
I l e,._ _ r_

+, ,. .........+..+:.+....;....;....+...._....+:+...+_....+_ l,+ _ i,++ e+.+ l,*.l ' r_ i,,,I

+::: ," ! I ! + _ + i _ "-"
+_ lip . _ ,I_ .,I P..

Figure B-98. Plot of the Error in Estimate, y + km, and the Standard

Deviation of the Error, ay .+ kin, vs Time + secs for

Earth Single Pass Entry (Run 3003)
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Deviation of the Error, Gz _ kin, vs Time _ secs for

Earth Single Pass Entry (Run 3003)
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Figure B- 100. Plot of the Error in Estimate _.-_ km/sec, and the Standard

Deviation of the Error, a_ _ km/sec, vs Time -., secs for

Earth SLngle Pass Entry (Run 3003)
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Figure R-102. Plot of the Error in Estimate g _ km/sec and the Standard

Deviation of the Error, (_ ... km/sec, vs Time ... secs for

Earth Single Pass Ent_, (Run 3003)
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Figure B-103, Plot of the Magnitude

of the Position Perturbation, _R --_ kin,

vs Time .._ secs for Earth Single Pass

Entry with Estimation on Aerodynamic

Coefficients (Run 3005)
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Figure B-104. Plot of the Aerodynamic
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and Nominal, a*_gts, Trajectories

vs Time _ secs for Earth Single

Pass Entry with Estimation on

Aerodynamic Coefficients
(Run 3005)
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Figure B-106. Plot of the Error in

Estimate, _,., km, and the Standard

Deviation of the Error, _x "" kln, vs

Time ,_ secs for Earth Single Pass

Entry with Estimation on

Aerodynamic Coefficients
(Run 3005)
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FigureB-107. Plot of the Error in
N
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Standard Deviation of the Error,

_y _ km, vs Time .._ secs for Earth
Single Pass Entry with

Estimation on Aerodynamic
Coefficients
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Figure B.-108. Plot of the Error in
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Standard Deviation of the Error,

ffz "_ km, vs Time _ secs for Earth
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Standard Deviation of the Error,
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Single Pass Entry with Estimation on

Aerodynamic Coefficients

(Run 3oo5)

Figure B-110. Plot of the Error in

Estimate, _- km/sec and the

Standard Deviation of the Error,

0_ _ km/sec vs Time _ secs for Earth
Single Pass Entry with Estimation on

Aerodynamic Coefficients

(Run 3005)
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Figure B-111. Plot of the Error in

Estimate _'_, km/sec and the Standard

Deviation of the Error, G_. _ km/sec,
vs Time _ secs for Earth Single Pass

Entry with Estimation on
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(Run 3005)

Figure B-112. Plot of the Error in

Estimate, _5_D, and the Standard

Deviation of the Error, (_CD, vs

Time + secs for Earth Single Pass

Entry with Estimation on

Aerodynamic Coefficients
(Run 3005)
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Figure B-121. Plot of the Error in Estimate _ ,_ km/sec and the
Standard Deviation of the Error, Or"N km vs. Time -_ secs for

Guided Atmospheric BYaking Trajectory (Run 601)
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SECTION III

POWERED FLIGHT PERFORMANCE RESULTS

The information in this section pertains to Paragraph 3.3. For the powered flight

deboost maneuver prior to Earth reentry, a series of runs were made to determine

the effect of reentry angle uncertainty resulting from a degradation in the acceleration-

dependent error terms in an inertial measurement unit. The error budgets used are

shown in Table B-31. Both strapdown and gimballed IMU configurations, based upon

these budgets, were simulated.

All combinations of the degraded gyro and accelerometer error budgets of Table B-31

were evaluated using the la value of reentry angle deviation as a performance index.

The results are shown in Table B-32 and Figures B-145 and B-146 for the strapdown and

gimballed systems, respectively.

Figures B- 145 and B- 146 show the effect of varying either the gyro or accelerometer

budgets, holding the other (accelerometer or gyro) budget constant at any of the pos-

sible values. An ordered pair notion (i, j) is used to specify the guidance system

composition, where i and j are the multipliers of the reference error budgets for the

gyros (i) and accelerometers (j).

For strapdown systems, guidance system performance does not change when the gyro

error budgets are varied. This phenomenon is due to the instrument orientation and the

nature of the trajectory. Since the pitch and yaw gyros have their output axes along
the roll axis, the only effective acceleration-dependent error sources are those of the

roll gyro; but this affects only the resolution of accelerations in the pitch and yaw

directions, which are very small. The angular rates are also very small (_ 10 -4

rad/sec maximum) ; consequently, gyro scale factor and nonlinearity affects are also
small.

When accelerometer error budgets are varied, an expected variation of the performance

index occurs; but the magnitude of the entry-angle standard deviation reaches only

221 arc-seconds, which is still relatively small with respect to the entry corridor of
the Apollo entry vehicle for this speed.

The gimballed system shows a variation of the reentry-angle standard deviation with both

gyro and accelerometer degradation. Due to the nature of a gimballed system, the

acceleration-dependent error sources of the pitch and yaw gyros do contribute drift

error due to accelerations along their input and spin axes as the vehicle rotates about
its initial orientation.
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On this particular trajectory, the strapdown system performance is slightly better

than that of the gimballed system. However, if the angular rate of the vehicle had

been significantly higher, the opposite conclusion could be made. The reentry angle
standard deviation had a maximum value of about 5 arc-minutes or a 3(r value of 0.25

degree. These values approach the maximum acceptable values, but are the results of

extremely large error budgets for those error sources that are not easily calibrated.
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SECTION IV

TRAJECTORIES AND SYSTEM CONFIGURATIONS

The tables and figures in this section give data defining the trajectories and system

configurations employed in the low thrust guidance and navigation studies described

in Paragraph 3.4, plus graphical results of the studies.

Tables B-33 through B-36 list trajectory data, and Table B-37 lists error budgets

for the system configuration employed. Figures B-147 through B-163 show the
results.
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Heliocentric Correlation Time

Planetocentric Correlation Time

For HTR2 - Measure Earth

Sun

Mars

5, 000 seconds for all instruments

100 seconds for all instruments

0 < T-<l. 5x 106 sec

1.5x 106<T_<3.5x 106 see

3.5x 106<T_<5x 106 sec

HTR4 - Measure Earth

Sun

Mars

0<T_<3 x 106sec

3x 106<T_<7X 106

7 x 106 <T _<107 sec

sec

For any of the EMS with no inertial i]_strument, values of noise on the dynamics of

Qao = Q55 = 0.25 x 10 -16 (km/sec2) z, Qot* = 0. 306 x 10 -5 (rad) 2 are used.

GIMBALLED IMU' s

2 -11 (km/sec2)2 (10 -4 g bias)IGI: _ =O. Ix I0

CAROUSEL IMU' s:

2 10-11 (km/sec2,/_ 2ICI: e =0.1× (10-4gbias)

IC2:

IC3:

= 0.125664 × 10-4 rad/sec

0a = 0. 628 x 10 -3 rad/sec

2 10-11 (km/sec 2) 2=0.1x

oa= 0.62832 x 10-4 rad/seo

E2 =0.1x 10-11(kin/see2) 2

co= 0.125664 × 10-3 rad/sec

(heliocentric)

(planetocentric)

Table B-37 (Sheet 2 of 2). Instrument Error Budgets

B-195



ie Nl_ls"o

Z ?O8_AS IXl 3_gYl_YA

EO _Ug_||b*O _O 399ESZBO_'O EO 3E£Z05508* 0 EO _L_ISL£O|'O 0"0,

• • _ _ 4 ÷ _ + • ZeLO ]O000_GS*Q

g!

Z!

Z *LO _O00005L_'O

Z!

Zl
ZI

Z *LO _O0_O005_'b
Zl

I

Z I

g !
Z !

g !

Z +LO 300000009"0

Z !

Z _ZO _UOOOOSL_'O
Z l

I

Z eLO _3300Ug_'O

Z !

Z !
!_ ,

Z !

I

÷LU _O000JO3E'3

Z [

Z I

+LO 300000_L_'O

E !

Z

Z

Z

_T

I

]

I

I
!

I

I

*_0 ]OOuOU_OZ*J
I

I

I
I

!
!

!

*_O 3OOJOU05i'_

!

1
!

I

_tO 30_bOO_Zl'O
I

I
I

!

1

!
I

I

Z egU _O_J_ub_L'_

I

I

ZI

Zi

Z!

_O all_egL£lg'O

B-196

EU Jgkl_tvOl|*e'O fro :199_,T_gO£'O £0 ]kb£O55U&*U EU dL£1_LZU|'U U'O*

i,i * ta

0

I:1
0

v--I

I
e-i

4.a

0Q

,.::p
w,.I

I

I
I
I
I



I

I

I

I

I

I

I

I

I

I

I

I

IOHNA$ IX1 _lOV|_Y^

iO _IELkZZ_'O £0 _OSU68LLI°O EO _LSEZ¥£E|'O ZO 36_6_bSU'O _0 3_Z9¥L_'U _'0

II

l!

|l

|!

| _LO _03000_'3

Z!
|!

|1

8!

8 +LO 3000000Ob'_

81

S I

8, l

gf I

g_ _iO 900_OOOS_°O

I, I

Z I

Z I

Z +LO 300_0000_'0

Z 1;
7, !

7, 1

Z !

Z •LD ]O03OOO_L'O

Z !

7, I

d J

Z ]

ZZ +LO ]OOOO003t'J

7' ]

Z !

7' I

7' !

7' _LD 3003000_'0

Z 1

¢ !

Z I

Z _LO JO000003_°O

Z I

7, I

Z I

7, !

7, _LO J3OOOJO_°O

7' i

7' 1

Z 1

Z I

• • _ !

Z ' " !

7, I

Z I
7,

0

o

0

!"-I

0
I--I
I

t-.-(

Z I

Z i

Z +LO 30000J03_'_

Z

Z

I
I

I
I
I

I
I

Z

7, lO_NAS |Xl 31gVl_V^

!

l I
1
• LO JOO3OOO_E°O

1

, g
÷LO 300000D3£'3 .e-_

!

I

1

• LO 3003DOD_Z°3

I

I

I
1

!

"1
I

1

• LO 300DODO_[°3

!

|
1

!

+L_ _0030000I=0

1

!

l

!

• 90 _0000000_'0

I

!

0"_

O'U

B-197



i 1UlnA| lll |ll¥|iYA

IO JitY_bbk¢'O bO JiCY[_ill'O bO JbILZEItI'O _0 _i_|ll_Y6"O _O ]EiUbUIL_'U 0"0

I

Z I

i

#LO JOOOOObL_'O

Z I

Z I

Z I

*LO dOOaoO0_*O

I

i

Z !

Z !

Z I

Z I.

*LO 300aooQo_'O

i

i

Z l

I

I

Z 1

Z _LO _000000_'0

Z I

I

*LO 300000_ZL'O

I

I

I

Z _LO 30000000_'0

I

Z [

+LO 300000_L_'O

Z !

Z i

Z

Z

Z

Z

Z

Z

Z

Z 108NA5 IX1 318¥1B¥^

1

I
i

I

• LO ]O000O_ZZ'O

l

i

l
I

• LO _0000000_'0

i

I

I

I

• LU ]O0000_LI'O

I

!

I

I

Z *LO _O000OO_l'O

Z I

I
Z 1

Z +LO _O00Oo_Z]'O

Z!

Z *LO 300000001"0

Z!

Z!

Zl

ZI

Z ÷90 ]O00000_L'O

ZI

Z!

Z _90 30000000_'0

Z!

Z!

Z!

Z!
Z _90 _O000UO_°O

ZI

O'U

0'0

B- 198

CO

,4.a

I

N

I

I
I

I
I

I

I
I
I
I
I

I
I
I
I
I
I
I
I



I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

tO dtt¢¢bS_t'O tO 3VViVLO_k'O tO 3MkgMSSS_'O _0 3_60b£QL|'O _0 3bSVbbl_U'U 0"0

Zl

I

I

Z I

i

Z 1

+LO 330U00_'0

Z I

Z I

Z 1

+kO 30000003_'3

Z 1

¢ !

I

Z !

Z +tO _OOOOObtE'O

Z !

Z I
Z

Z i

Z +LO 300_000_£'0

Z 1
g 1

Z *kO _300035_k'0

Z 1
Z I

Z I

¢ !

Z vLO _OOOUOUOE'_

i

Z !

Z i

Z *kO _OOO00_k_'O

Z !

Z !
I

Z $ _ _ "¢" _ $ d $ _LO JOOOOUOSZ'O

Z

Z

Z

Z
Z

Z
Z

a,

z

z
z

z

z

g.

z

/

?.

g

z

z

g.

a.

1
1

I

I

1

!

1

• LO 30000000Z'O
J

!

I

1

i

I

1

i

÷LO _O00OOO_l'O

I

I

!

I

+LO 3000005_I'0

i

i

!
I

•LO _OOOO0001"O
I

!
I

I

• 90 _O00000EL'_
1

!

!

I

+90 ]00000005"0

1

!

I

!

• gu _O00000_'O
!

1

!

_0 :;1_£kL6_¢_°0 _'0 _+_818LOq'£°O _0 38EQ9555Z'O _0 ]_bObEOL|'O .(0 ]bS_xSb |5 _'0

IOQMAS Ixl ]IQ¥1UVA

O°U

0°0

B-199

O

I-,4

@
,..-4

o
c_

c_

c_
,--I

I

o

.el



Z ]U_WA$ [Xl ]IUVlaVA

_U J_bWU|L9|'O 9U J_Wgb9k_l'O 90 ]||gg_ool°o _0 JWOgkgW99°U £0 ]90LIZgE[°O O'O

• • • • --e ¢ I • t • _etIU ]UUUOU_U_°U

I

!

Z I

eLU _O_UUJ_L_'O

i

eLO ]oa3uo_'o

z !

z !

Z !

siO Joaooo_ze*o

. I

Z tLO.]O00000_'O
Z I

+LO ]OUDOO_LE'O

Z I

Z I

Z I

I

*LO _OO3000_E'a

I

I

Z I

Z _LO _0000_£'0

Z I

Z [

Z _LO _O00000_k'O
I

Z l
Z I

I

_LO _O0000SL_'O

Z I

....... --e ....... • ........ • ......... e---Z ..... • ...... • ....... • ...... '-e ...... e_-------4.#LO ]O00000_Z'O

Z

Z

Z

Z

Z

Z

i:
Z

Z

Z

Z

Z

Z

Z

Z

Z

Z

Z

Z

Z

Z

Z

Z

,Z

Z

Z
Z

Z

Z

Z

Z

Z
Z

Z

Z

Z

Z I

Z !

*_0 ]*_$801L91"0 *_0 3Z8989£_'1"0 _0 ]114:9Z001"0 EO :1i10_E_899"0 iO :_*_OLI_[_.£E'O

Z IO@MAS IXl 31g¥1 _dYA

B-200

!

1
I

I

*LO _O0000_ZZ'O
l

!

l

I

eLO ]O000000Z'O

!

!

I

i

eLO _O0000SLI*_

1

I

1

I

_LO _O0_OOa£1"O
!

I
i

[

_LO _O0000_l'O

!

!
!

!

I

I

i

I
e9O ]O00000_L'O

I

I

I

!

ego ]O000000g'_

!

!

I
!

e90 _O00000_Z'O

!

!

U'O

,el
r,.)

i,,,nl

_D

r_

!

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I



I
I
I
I

I
I

I
I

I
I
I

I
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